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Abstract—This paper considers a challenging communication scenario, in which users have heterogenous mobility profiles, e.g., some users are moving at high speeds and some users are static. A new non-orthogonal multiple-access (NOMA) transmission protocol that incorporates orthogonal time frequency space (OTFS) modulation is proposed. Thereby, users with different mobility profiles are grouped together for the implementation of NOMA. The proposed OTFS-NOMA protocol is shown to be applicable to both uplink and downlink transmission, where sophisticated transmit and receive strategies are developed to remove inter-symbol interference and harvest both multi-path and multi-user diversity. Analytical results demonstrate that both the high-mobility and the low-mobility users benefit from the application of OTFS-NOMA. In particular, the use of NOMA allows the spreading of the high-mobility users’ signals over a large amount of time-frequency resources, which enhances the OTFS resolution and improves the detection reliability. In addition, OTFS-NOMA ensures that low-mobility users have access to bandwidth resources which in conventional OTFS-orthogonal multiple access (OTFS-OMA) would be solely occupied by the high-mobility users. Thus, OTFS-NOMA improves the spectral efficiency and reduces latency.

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) has been recognized as a paradigm shift for the design of multiple access techniques for the next generation of wireless networks [1]–[4]. Many existing works on NOMA have focused on scenarios with low-mobility users, where users with different channel conditions or quality of service (QoS) requirements are grouped together for the implementation of NOMA. For example, in power-domain NOMA, a base station serves two users simultaneously [5], [6]. In particular, the base station first orders the users according to their channel conditions, where the ‘weak user’ which has a poorer connection to the base station is generally allocated more transmission power and the other user, referred to as the ‘strong user’, is allocated less power. As such, the two users can be served in the same time-frequency resource, which improves the spectral efficiency compared to orthogonal multiple access (OMA). In the case that users have similar channel conditions, grouping users with different QoS requirements can facilitate the implementation of NOMA and effectively exploit the potential of NOMA [7]–[9]. Various existing studies have shown that the NOMA principle can be applied to different communication networks, such as millimeter-wave networks [10], [11], massive multiple-input multiple-output (MIMO) systems [12], [13], hybrid multiple access systems [14], [15], visible light communication networks [16], [17], and mobile edge computing [18]. We also note that various standardization efforts have been made to facilitate the implementation of NOMA in practical systems. For example, a study for the application of NOMA for downlink transmission, termed multi-user superposition transmission (MUST), was carried out for the 3rd Generation Partnership Project (3GPP) Release 14, where 15 different forms of MUST were proposed and compared [19]. After this study was completed, MUST was formally included in 3GPP Release 15 which is also referred to as Evolved Universal Terrestrial Radio Access (E-UTRA) [20]. A study for the application of NOMA for uplink transmission has been recently carried out for 3GPP Release 16, where more than 20 different forms of NOMA have been proposed by various companies [21].

This paper considers the application of NOMA to a challenging communication scenario, where users have heterogenous mobility profiles. Different from the existing works in [22], [23], the use of orthogonal time frequency space (OTFS) modulation is considered in this paper because of its superior performance in scenarios with doubly-dispersive channels [24]–[26]. Recall that the key idea of OTFS is to use the delay-Doppler plane, where the users’ signals are orthogonally placed. Compared to conventional modulation schemes, such as orthogonal frequency-division multiplexing (OFDM), OTFS offers the benefit that the time-invariant channel gains in the delay-Doppler plane can be utilized, which simplifies channel estimation and signal detection in high-mobility scenarios. The impact of pulse-shaping waveforms on the performance of OTFS was studied in [27], and the design of interference cancellation and iterative detection for OTFS was investigated in [28]. The diversity gain achieved by OTFS was studied in [29], and the application of OTFS to multiple access was proposed in [30]. In [31] and [32], the concept of OTFS was combined with MIMO, which revealed that the use of spatial degrees of freedom can further enhance the performance of OTFS.

This paper considers the application of OTFS to NOMA communication networks, where the coexistence of NOMA and OTFS is investigated. In particular, this paper makes the following contributions:

1) A spectrally efficient OTFS-NOMA transmission protocol is proposed by grouping users with different mobility profiles for the implementation of NOMA. On the one hand, users with high mobility are served in the delay-Doppler plane,
and their signals are modulated by OTFS. On the other hand, users with low mobility are served in the time-frequency plane, and their signals are modulated in a manner similar to conventional OFDM.

2) The proposed new OTFS-NOMA protocol is applied to both uplink and downlink transmission, where different rate and power allocation policies are used to suppress multiple access interference. In addition, sophisticated equalization techniques, such as the frequency-domain zero-forcing linear equalizer (FD-LE) and the decision feedback equalizer (FD-DFE), are employed to remove the inter-symbol interference in the delay-Doppler plane. The impact of the developed equalization techniques on OTFS-NOMA is analyzed by using the outage probability as the performance criterion. Strategies to harvest multi-path diversity and multi-user diversity are also introduced, which can further improve the outage performance of OTFS-NOMA transmission.

3) The developed analytical results demonstrate that both the high-mobility and the low-mobility users benefit from the proposed OTFS-NOMA scheme. The use of NOMA allows the high-mobility users’ signals to be spread over a large amount of time-frequency resources without degrading the spectral efficiency. As a result, the OTFS resolution, which determines whether the users’ channels can be accurately located in the delay-Doppler plane, is enhanced significantly, and therefore, the reliability of detecting the high-mobility users’ signals is improved. We note that, in OTFS-OMA, enhancing the OTFS resolution implies that a large amount of time and frequency resources are solely occupied by the high-mobility users, which reduces the overall spectral efficiency since the high-mobility users’ channel conditions are typically weaker than those of the low-mobility users. In contrast, the use of OTFS-NOMA ensures that the low-mobility users can access the bandwidth resources which would be solely occupied by the high-mobility users in the OMA mode. Hence, OTFS-NOMA improves spectral efficiency and reduces latency, as will be explained in the following subsection.

The construction of \( \Lambda_{\text{TF}} \) and \( \Lambda_{\text{DD}} \) needs to ensure that \( T \) is not smaller than the maximal delay spread, and \( \Delta f \) is not smaller than the largest Doppler shift, i.e., \( T \geq \max \left\{ \tau_{i,p}, 0 \leq p \leq P_i, 0 \leq i \leq K \right\} \) and \( \Delta f \geq \max \left\{ \nu_{i,p}, 0 \leq p \leq P_i, 0 \leq i \leq K \right\} \). In addition, the choices of \( N \) and \( M \) are determined by the channel characteristics.

\[ \Lambda_{\text{TF}} = \{(nT, m\Delta f), n = 0, \cdots, N - 1, m = 0, \cdots, M - 1\}, \]

and the corresponding discrete delay-Doppler plane is given by

\[ \Lambda_{\text{DD}} = \left\{ \left( \frac{k}{NT}, \frac{l}{M\Delta f} \right), k = 0, \cdots, N - 1, \right. \]

\[ \left. l = 0, \cdots, M - 1 \right\}, \]

where \( N \) and \( M \) denote the total number of time intervals and the total number of frequency subchannels, respectively. The choices for \( T \) and \( \Delta f \) are determined by the channel characteristics, as will be explained in the following subsection.

### B. Channel Model

This paper considers a multi-user communication network in which one base station communicates with \((K + 1)\) users, denoted by \( U_i, 0 \leq i \leq K \). Denote \( U_i \)'s channel response in the delay-Doppler plane by \( h_i(\tau, \nu) \), where \( \tau \) denotes the delay and \( \nu \) denotes the Doppler shift. OTFS uses the sparsity feature of a wireless channel in the delay-Doppler plane, i.e., there are a small number of propagation paths between a transmitter and a receiver \([24], [25], [28]\), which means that \( h_i(\tau, \nu) \) can be expressed as follows:

\[ h_i(\tau, \nu) = \sum_{p=0}^{P_i} h_{i,p} \delta(\tau - \tau_{i,p}) \delta(\nu - \nu_{i,p}), \]

where \((P_i + 1)\) denotes the number of propagation paths, and \( h_{i,p}, \tau_{i,p}, \) and \( \nu_{i,p} \) denote the complex Gaussian channel gains, the delay, and the Doppler shift associated with the \( p \)-th propagation path, respectively. We assume that the \( h_{i,p} \), \( 0 \leq p \leq P_i \), are independent and identically distributed (i.i.d.) random variables \([2]\), i.e., \( h_{i,p} \sim \mathcal{CN}(0, \frac{1}{\tau_{i,p}^2}) \), which means \( \sum_{p=0}^{P_i} \mathbb{E}\{|h_{i,p}|^2\} = 1 \), where \( \mathbb{E}\{\cdot\} \) denotes the expectation operation. The discrete delay and Doppler tap indices for the \( p \)-th path of \( h_i(\tau, \nu) \), denoted by \( \tau_{i,p} \) and \( \nu_{i,p} \), respectively, are given by \([28]\)

\[ \tau_{i,p} = \frac{\tau_{i,p} + \tilde{\tau}_{i,p}}{M\Delta f}, \quad \nu_{i,p} = \frac{k_{\nu_{i,p}} + \tilde{k}_{\nu_{i,p}}}{NT}, \]

where \( \tilde{\tau}_{i,p} \) and \( \tilde{k}_{\nu_{i,p}} \) denote the fractional delay and the fractional Doppler shift, respectively.

The construction of \( \Lambda_{\text{TF}} \) and \( \Lambda_{\text{DD}} \) needs to ensure that \( T \) is not smaller than the maximal delay spread, and \( \Delta f \) is not smaller than the largest Doppler shift, i.e., \( T \geq \max \{\tau_{i,p}, 0 \leq p \leq P_i, 0 \leq i \leq K\} \) and \( \Delta f \geq \max \{\nu_{i,p}, 0 \leq p \leq P_i, 0 \leq i \leq K\} \). In addition, the choices of \( N \) and \( M \) are determined by the channel characteristics.

### II. FOUNDATIONS OF OTFS-NOMA

#### A. Time-Frequency Plane and Delay-Doppler Plane

The key idea of OTFS-NOMA is to efficiently use both the time-frequency plane and the delay-Doppler plane. A discrete time-frequency plane is obtained by sampling at intervals of \( T \) s and \( \Delta f \) Hz as follows:

\[ \Lambda_{\text{TF}} = \{(nT, m\Delta f), n = 0, \cdots, N - 1, m = 0, \cdots, M - 1\}, \]

and the corresponding discrete delay-Doppler plane is given by

\[ \Lambda_{\text{DD}} = \left\{ \left( \frac{k}{NT}, \frac{l}{M\Delta f} \right), k = 0, \cdots, N - 1, \right. \]

\[ \left. l = 0, \cdots, M - 1 \right\}, \]

where \( N \) and \( M \) denote the total number of time intervals and the total number of frequency subchannels, respectively. The choices for \( T \) and \( \Delta f \) are determined by the channel characteristics, as will be explained in the following subsection.

The construction of \( \Lambda_{\text{TF}} \) and \( \Lambda_{\text{DD}} \) needs to ensure that \( T \) is not smaller than the maximal delay spread, and \( \Delta f \) is not smaller than the largest Doppler shift, i.e., \( T \geq \max \{\tau_{i,p}, 0 \leq p \leq P_i, 0 \leq i \leq K\} \) and \( \Delta f \geq \max \{\nu_{i,p}, 0 \leq p \leq P_i, 0 \leq i \leq K\} \). In addition, the choices of \( N \) and \( M \) are determined by the channel characteristics.

The Gaussian assumption has been commonly used in the OTFS literature \([26]-[29]\) since each channel gain (or each tap of the delay-Doppler impulse response) represents a cluster of reflectors with specific delay and Doppler characteristics.

In order to simplify the performance analysis, we assume that the users’ channels are i.i.d. In practice, it is likely that the high-mobility users’ channel conditions are worse than the low-mobility users’ channel conditions. This channel difference is beneficial for the implementation of NOMA, and hence can further increase the performance gain of OTFS-NOMA over OTFS-OMA.
\( M \) affect the OTFS resolution, which determines whether \( h_f(\tau, \nu) \) can be accurately located in the discrete delay-Doppler plane. In particular, \( M \) and \( N \) need to be sufficiently large to approximately achieve ideal OTFS resolution, which ensures that \( \tilde{I}_{\tau,p} = h_{\nu,p} = 0 \), such that the interference caused by fractional delay and Doppler shift is effectively suppressed \([24]\).

C. General Principle of OTFS-NOMA

To facilitate the illustration of the general principle of OTFS-NOMA, we first briefly describe OTFS-OMA, the benchmark scheme used in this paper. In OTFS-OMA, there is no spectrum sharing between the high-mobility users and the low-mobility users, i.e., if OTFS is used to serve the high-mobility users, the \( NT \) time intervals and the \( M \Delta f \) frequency subchannels are occupied by the high-mobility users and the low-mobility users cannot be served in these resource blocks. The general principle of the proposed OTFS-NOMA scheme is to exploit both the delay-Doppler plane and the time-frequency plane, where users with heterogenous mobility profiles are grouped together and served simultaneously. On the one hand, for the users with high mobility, their signals are placed in the delay-Doppler plane, which means that the time-invariant channel gains in the delay-Doppler plane can be exploited. It is worth pointing out that in order to ensure that the channels can be located in the delay-Doppler plane, both \( N \) and \( M \) need to be large, which is a disadvantage of OTFS-OMA, since a significant number of frequency channels (e.g., \( M \Delta f \)) are occupied for a long time (e.g., \( NT \)) by the high-mobility users whose channel conditions can be quite weak. The use of OTFS-NOMA facilitates spectrum sharing, and hence ensures that the high-mobility users’ signals can spread over a large amount of time-frequency resources without degrading the spectral efficiency.

On the other hand, for the users with low mobility, their signals are placed in the time-frequency plane. The interference between the users with different mobility profiles is managed by using the principle of NOMA. As a result, compared to OTFS-OMA, OTFS-NOMA improves the overall spectral efficiency since it encourages spectrum sharing among users with different mobility profiles and avoids that the bandwidth resources are solely occupied by the high-mobility users which might have weak channel conditions. In addition, the complexity of detecting the low-mobility users’ signals is reduced, compared to OTFS-OMA which serves all users in the delay-Doppler plane.

In this paper, we assume that, among \((K + 1)\) users, \( U_0 \) is a user with high mobility, and the remaining \( K \) users, \( U_i \) for \( 1 \leq i \leq K \), are low-mobility users, which are referred to as ‘NOMA’ users. For OTFS-OMA, we assume that \( U_0 \) solely occupies all \( NM \) resource blocks in \( \Lambda_{DF} \). In OTFS-NOMA, \( U_i \), for \( 1 \leq i \leq K \), are opportunistic NOMA users and their signals are placed in \( \Lambda_{TF} \). The design of downlink OTFS-NOMA transmission will be discussed in detail in Sections III [IV] and [V]. The application of OTFS-NOMA for uplink transmission will be considered in Section VI only briefly, due to space limitations.

III. DOWNLINK OTFS-NOMA - SYSTEM MODEL

In this section, the OTFS-NOMA downlink transmission protocol is described. In particular, assume that the base station sends \( NM \) symbols to \( U_0 \), denoted by \( x_0[k,l], k \in \{0, \ldots, N - 1\}, l \in \{0, \ldots, M - 1\} \). By using the inverse symplectic finite Fourier transform (ISFFT), the high-mobility user’s symbols placed in the delay-Doppler plane are converted to \( NM \) symbols in the time-frequency plane as follows \([24]\):}

\[
X_0[n, m] = \frac{1}{NM} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x_0[k, l] e^{j2\pi (\frac{k n}{M} - \frac{m l}{N})},
\]

where \( n \in \{0, \ldots, N - 1\} \) and \( m \in \{0, \ldots, M - 1\} \). We note that the \( NM \) time-frequency signals can be viewed as \( N \) OFDM symbols containing \( M \) signals each. We assume that a rectangular window is applied to the transmitted and received signals.

The NOMA users’ signals are placed directly in the time-frequency plane, and are superimposed with the high-mobility user’s signals, \( X_0[n, m] \). With \( NM \) orthogonal resource blocks available in the time-frequency plane, there are different ways for the \( K \) users to share the resource blocks. For illustration purposes, we assume that \( M \) users are selected from the \( K \) opportunistic NOMA users\(^3\), where each NOMA user is to occupy one frequency subchannel and receive \( N \) information bearing symbols, denoted by \( x_i(n) \), for \( 1 \leq i \leq M \) and \( 0 \leq n \leq N - 1 \). The criterion employed for user scheduling and its impact on the performance of OTFS-NOMA will be discussed in Section V. Denote the time-frequency signals to be sent to \( U_i \) by \( X_i[n, m], 1 \leq i \leq M \). The following mapping scheme is used in this paper\(^4\):

\[
X_i[n, m] = \begin{cases} x_i(n) & \text{if } m = i - 1, \\ 0 & \text{otherwise} \end{cases}
\]

for \( 1 \leq i \leq M \) and \( 0 \leq n \leq N - 1 \).

\(^3\) We note that the principle of OTFS-NOMA can be extended to the case where multiple high-mobility users are served in the delay-Doppler plane. In this case, the \( NM \) signals in the delay-Doppler plane belong to different high-mobility users and OTFS is used as a type of multiple access technique \([24],[30]\). For downlink transmission, this change has no impact on the proposed detection schemes and the analytical results developed in this paper. For uplink transmission, the results developed in this paper are applicable to the case with multiple high-mobility users if the adaptive-rate transmission scheme proposed in Section VI is employed.

\(^4\) The same \( M \) users can be scheduled as long as the users’ channels do not change in the delay-Doppler plane. Otherwise, a new set of \( M \) users may be selected from the \( K \) opportunistic users. We also note that the number of the opportunistic users is assumed to be larger than the number of the frequency subchannels \((K \geq M)\), which can be justified by a spectrum crunch scenario, i.e., there are not sufficient bandwidth resources available to support a large number of mobile devices.

We note that mapping schemes different from \([6]\) can also be used. For example, if \( N \) users are scheduled and each user is to occupy one time slot and receives an OFDM-like symbol containing \( M \) signals, we can set \( X_i[n, m] = x_i(m), \) for \( n = i - 1 \).
The base station superimposes $U_0$’s time-frequency signals with the NOMA users’ signals as follows:

$$X[n, m] = \frac{\gamma_0}{N M} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x_0[k, l] e^{j2\pi \left( \frac{k n}{N} - \frac{m l}{M} \right)} + \sum_{i=1}^{M} \gamma_i X_i[n, m],$$

(7)

where $\gamma_i$ denotes the NOMA power allocation coefficient of user $i$, and $\sum_{i=0}^{M} \gamma_i^2 = 1$.

The transmitted signal at the base station is obtained by applying the Heisenberg transform to $X[n, m]$. By assuming perfect orthogonality between the transmit and receive pulses, the received signal at $U_0$ in the time-frequency plane can be modelled as follows [24, 25, 28]:

$$Y_0[n, m] = H_0[n, m] X[n, m] + W_0[n, m],$$

(8)

where $W_0(n, m)$ is the white Gaussian noise in the time-frequency plane, and $H_0(n, m) = \int \int h_i(\tau, \nu) e^{j2\pi \nu \tau} e^{-j2\pi (\nu + \Delta f)\tau} d\tau d\nu$.

IV. DOWNLINK OTFS-NOMA - DETECTING THE HIGH-MOBILITY USER’S SIGNALS

For the proposed downlink OTFS-NOMA scheme, $U_0$ directly detects its signals in the delay-Doppler plane by treating the SFFT to obtain the delay-Doppler estimates as follows:

$$y_0[k, l] = \frac{1}{N M} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} Y_0[n, m] e^{-j2\pi \left( \frac{k n}{N} - \frac{m l}{M} \right)}$$

(9)

$$= \frac{1}{N M} \sum_{q=0}^{M} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} x_q[n, m] h_{w,0} \left( \frac{k - n}{N T}, \frac{l - m}{M \Delta f} \right) + z_0[k, l],$$

where $q$ denotes the user index, $z_0[k, l]$ is complex Gaussian noise, $x_q[k, l]$, $1 \leq q \leq M$, denotes the delay-Doppler representation of $X_q[n, m]$ and can be obtained by applying the SFFT to $X_q[n, m]$, the channel $h_{w,0}(\nu', \nu)$ is given by

$$h_{w,0}(\nu', \nu) = \int \int h_i(\tau, \nu) w(\nu' - \nu, \nu' - \tau) e^{j2\pi \nu' \tau} d\tau d\nu,$$

(10)

and $w(\nu, \tau) = \sum_{c=0}^{N-1} \sum_{d=0}^{M-1} e^{-j2\pi (c + d) \Delta f \tau}$.

To simplify the analysis, the power of the complex-Gaussian distributed noise is assumed to be normalized, i.e., $z_i[k, l] \sim CN(0, 1)$, where $CN(a, b)$ denotes a complex Gaussian distributed random variable with mean $a$ and variance $b$.

By applying the channel model in [3], the relationship between the transmitted signals and the observations in the delay-Doppler plane can be expressed as follows [24, 25, 28]:

$$y_0[k, l] = \sum_{q=0}^{M} \sum_{p=0}^{P_0} h_{0,p} x_q[(k - \tau_{0,p}) N, (l - l_{\tau_{0,p}}) M] + z_0[k, l],$$

(11)

where $(\cdot)_N$ denotes the modulo $N$ operator. As in [29–31], we assume that $N$ and $M$ are sufficiently large to ensure that both $\hat{k}_{\tau_{0,p}}$ and $\hat{l}_{\tau_{0,p}}$ are zero, i.e., there is no interference caused by fractional delay or fractional Doppler shift. We note that for OTFS-OMA, increasing $N$ and $M$ can significantly reduce spectral efficiency, whereas the use of large $N$ and $M$ becomes possible for OTFS-NOMA because of the spectrum sharing of users with different mobility profiles.

Define $y_{0,k} = \begin{bmatrix} y_0[k, 0] & \cdots & y_0[k, M-1] \end{bmatrix}^T$ and $y_0 = \begin{bmatrix} y_{0,0}^T & \cdots & y_{0,N-1}^T \end{bmatrix}^T$. Similarly, the signal vector $x_i$ and the noise vector $z_0$ are constructed from $x_i[k, l]$ and $z_0[k, l]$, respectively. Based on (11), the system model can be expressed in matrix form as follows:

$$y_0 = \gamma_0 H_0 x_0 + \sum_{q=1}^{M} \gamma_q H_0 x_q + z_0,$$

(12)

where $H_0$ is a block-circulant matrix and defined as follows:

$$H_0 = \begin{bmatrix} A_{0,0} & A_{0,1} & \cdots & A_{0,M-1} \\ A_{0,1} & A_{0,0} & \cdots & A_{0,M-2} \\ \vdots & \vdots & \ddots & \vdots \\ A_{0,M-1} & A_{0,M-2} & \cdots & A_{0,0} \end{bmatrix},$$

(13)

and each submatrix $A_{q,n}$ is an $M \times M$ circulant matrix whose structure is determined by (11).

Example: Consider a special case with $N = 4$ and $M = 3$, and $U_0$’s channel is given by

$$h_0(\tau, \nu) = h_{0,0}\delta(\tau)\delta(\nu) + h_{0,1}\delta(\tau - \frac{1}{M \Delta f})\delta(\nu - \frac{3\Delta f}{NT}),$$

(14)

which means $k_0 = 0$, $k_1 = 3$, $l_0 = 0$, $l_1 = 1$. Therefore, the block-circulant matrix is given by

$$H_0 = \begin{bmatrix} A_{0,0} & A_{0,1} & A_{0,2} & A_{0,3} \\ A_{0,1} & A_{0,0} & A_{0,3} & A_{0,2} \\ A_{0,2} & A_{0,1} & A_{0,0} & A_{0,3} \\ A_{0,3} & A_{0,2} & A_{0,3} & A_{0,0} \end{bmatrix},$$

(15)

where $A_{0,0} = h_{0,0} I_3$, $A_{0,1} = A_{0,2} = 0_{3 \times 3}$ and $A_{0,3} = h_{0,1}$. We note that directly applying the DFT factorization to $H_0$ is not possible, since $H_0$ is not a circulant matrix, but a block circulant matrix.

Because of the structure of $H_0$, inter-symbol interference still exists in the considered OTFS-NOMA system, and equalization is needed. We consider two equalization approaches, FD-LE and FD-DFE, which were both originally developed for single-carrier transmission with cyclic prefix [34, 35].
A. Design and Performance of FD-LE

The proposed FD-LE consists of two steps. Let $\otimes$ denote the Kronecker product. The first step is to multiply the observation vector $y_0$ by $F_N \otimes F_M^H$, which leads to the result in the following proposition.

**Proposition 1.** By applying the detection matrix $F_N \otimes F_M^H$ to observation vector $y_0$, the received signals for OTFS-NOMA downlink transmission can be written as follows:

$$
\hat{y}_0 = D_0 (F_N \otimes F_M^H) \left( \gamma_0 x_0 + \sum_{q=1}^{M} \gamma_q x_q \right) + z_0,
$$

where $\hat{y}_0 = (F_N \otimes F_M^H)y_0$. $z_0 = (F_N \otimes F_M^H)z_0$. $D_0$ is a diagonal matrix whose diagonal matrix whose

$$
\tilde{\Omega} = \left[ \begin{array}{ccc} 1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \\ \end{array} \right]
$$

is given by

$$
D_k^l = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} a_{n,m} \exp[j 2\pi n k \rho + j 2\pi m l \rho],
$$

for $0 \leq k \leq N - 1$, $0 \leq l \leq M - 1$, and $a_{n,m}$ is the element located in the $(nM + m + 1)$-th row and the first column of $H_0$.

**Proof.** Please refer to Appendix A.

With the simplified signal model shown in (10), the second step of FD-LE is to apply $(F_N \otimes F_M^H)^{-1} D_0^{-1}$ to $\hat{y}_0$. Thus, $U_0$’s received signal is given by

$$
\tilde{y}_0 = \gamma_0 x_0 + \sum_{q=1}^{M} \gamma_q x_q + (F_N \otimes F_M^H)^{-1} D_0^{-1} z_0,
$$

where $\tilde{y}_0 = (F_N \otimes F_M^H)^{-1} D_0^{-1} \hat{y}_0$. To simplify the analysis, we assume that the powers of all users’ information-bearing signals are identical, which means that the transmit signal-to-noise ratio (SNR) can be defined as $\rho = \mathcal{E} \{ |x_0[k,l]|^2 \} = \mathcal{E} \{ |x_i[n]|^2 \}$, since the noise power is assumed to be normalized.

The following lemma provides the signal-to-interference-plus-noise ratio (SINR) achieved by FD-LE.

**Lemma 1.** Assume that $\gamma_i = \gamma_1$, for $1 \leq i \leq N$. By using FD-LE, the SINRs for detecting all $x_0[k,l]$, $0 \leq k \leq N - 1$ and $0 \leq l \leq M - 1$, are identical and given by

$$
\text{SINR}^{\text{LE}}_{0,kl} = \frac{\rho \gamma_1^2}{\rho \gamma_1^2 + \frac{1}{MN} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} |D_k^l|^2}.
$$

**Proof.** Please refer to Appendix B.

Remark 2: The proof of Lemma 1 shows that $\sum_{i=0}^{M} \gamma_i^2 = 1$ can be simplified as $\gamma_0^2 + \gamma_1^2 = 1$ for $1 \leq i \leq M$, which is the motivation for assuming $\gamma_1 = \gamma_1$. Following steps similar to those in the proofs for Proposition 1 and Lemma 1, one can show that directly applying $H_0^{-1}$ to the observation vector yields the same SINR. However, the proposed FD-LE scheme can be implemented more efficiently since $(F_N \otimes F_M^H)^{-1} = F_N^H \otimes F_M$ and $D_0$ is a diagonal matrix. Hence, the inversion of a full $NM \times NM$ matrix is avoided.

In this paper, the outage probability and the outage rate are used as performance criteria, since the outage probability can provide a tight bound on the probability of erroneous detection and is general in the sense that it does not depend on particular channel coding and modulation schemes used. The outage probability achieved by FD-LE is given by $P(\log(1 + \text{SINR}^{\text{LE}}_{0,kl}) < R_0)$. Where $R_0$, $0 \leq i \leq M$, denotes $U_i$’s target data rate. It is difficult to analyze the outage probability for the following two reasons. First, the $D_k^l$, $k \in \{0, \ldots, N - 1\}$, $l \in \{0, \ldots, M - 1\}$, are not statistically independent, and second, the distribution of a sum of the inverse of exponentially distributed random variables is difficult to characterize. The following lemma provides an asymptotic result for the outage probability based on the SINR provided in Lemma 1.

**Lemma 2.** If $\gamma_0^2 > \gamma_1^2 \epsilon_0$, the diversity order achieved by FD-LE is one, where $\epsilon_0 = 2^{R_0} - 1$. Otherwise, the outage probability is always one.

**Proof.** Please refer to Appendix C.

Remark 3: Recall that the diversity order achieved by OTFS-OMA, where the high-mobility user, $U_0$, solely occupies the bandwidth resources, is also one. Therefore, the use of OTFS-OMA ensures that the additional $M$ low-mobility users are served without compromising $U_0$’s diversity order, which improves the spectral efficiency compared to OTFS-OMA.

B. Design and Performance of FD-DFE

Different from FD-LE, which is a linear equalizer, FD-DFE is based on the idea of feeding back previously detected symbols. Since both $x_0$ and $x_q$, $q \geq 1$, experience the same fading channel, we first define $x = \gamma_0 x_0 + \sum_{q=1}^{M} \gamma_q x_q$, which are the signals to be recovered by FD-DFE. Given the received signal vector shown in (12), the outputs of FD-DFE are given by

$$
\hat{x} = P_0 y_0 - G_0 \hat{x},
$$

where $\hat{x}$ contains the decisions made on the symbols $x$, $P_0$ is the feed-forward part of the equalizer, and $G_0$ is the feedback part of the equalizer. Similar to [34], [35], we use the following choices for $P_0$ and $G_0$: $P_0 = L_0 (H_0^H H_0)^{-1} H_0^H$, $G_0 = L_0 - I_{NM}$, where $L_0$ is a lower triangular matrix with its main diagonal elements being ones in order to ensure causality of the feedback signals. With the above choices for $P_0$ and $G_0$, $U_0$’s signals can be detected as follows:

$$
\hat{x} = L_0 (H_0^H H_0)^{-1} H_0^H y_0 - (L_0 - I_{NM}) \hat{x}.
$$

For FD-DFE, $L_0$ is obtained from the Cholesky decomposition of $H_0$, i.e., $H_0^H H_0 = L_0^H \Lambda_0 L_0$, where $L_0$ is the desirable lower triangular matrix, and $\Lambda_0$ is a diagonal matrix. Therefore, the estimates of $x_0$ can be rewritten as follows:

$$
x = x + L_0 (H_0^H H_0)^{-1} H_0^H z_0
$$

$$
= \gamma_0 x_0 + \sum_{q=1}^{M} \gamma_q x_q + L_0 (H_0^H H_0)^{-1} H_0^H z_0,
$$

where $\hat{x}$ is the detected symbol, and $z_0 = (F_N \otimes F_M^H)z_0$. The following lemma provides an asymptotic result for the outage probability based on the SINR provided in Lemma 1.

**Lemma 2.** If $\gamma_0^2 > \gamma_1^2 \epsilon_0$, the diversity order achieved by FD-DFE is one, where $\epsilon_0 = 2^{R_0} - 1$. Otherwise, the outage probability is always one.

**Proof.** Please refer to Appendix C.

Remark 3: Recall that the diversity order achieved by OTFS-OMA, where the high-mobility user, $U_0$, solely occupies the bandwidth resources, is also one. Therefore, the use of OTFS-OMA ensures that the additional $M$ low-mobility users are served without compromising $U_0$’s diversity order, which improves the spectral efficiency compared to OTFS-OMA.
where perfect decision-making is assumed, i.e., \( \tilde{x} = x \), and there is no error propagation \([35, 37, 38]\). We note that \((23)\) yields an upper bound on the reception reliability of FD-DFE when error propagation cannot be completely avoided.

Following steps similar to those in the proof of Lemma 1, the covariance matrix for the interference-plus-noise term can be found as follows:

\[
C_{\text{cov}} = \rho\gamma I_{MN} + L_0(H_0^H H_0)^{-1} L_0^H = \rho\gamma I_{MN} + A_0^{-1},
\]

where the last step follows from the fact that \( L_0 \) is obtained from the Cholesky decomposition of \( H_0 \). Therefore, the SINR for detecting \( x_0[k, l] \) can be expressed as follows:

\[
\text{SINR}_{0,kl} = \frac{\rho\gamma_0^2}{\rho\gamma^2 + \lambda_{0,kl}},
\]

where \( \lambda_{0,kl} \) is the \((kM+l+1)\)-th element on the main diagonal of \( A_0 \).

**Remark 4:** We note that there is a fundamental difference between the two equalization schemes. One can observe from \((19)\) that the SINRs achieved by FD-LE for different \( x_0[k, l] \) are identical. However, for FD-DFE, different symbols experience different effective fading gains, \( \lambda_{0,kl} \). Therefore, FD-DFE can realize unequal error protection for data streams with different priorities. This comes at the price of a higher computational complexity.

We further note that the use of FD-DFE also ensures that multi-path diversity can be harvested, as shown in the following. The outage performance analysis for FD-DFE requires knowledge of the distribution of the effective channel gains, \( \lambda_{0,kl} \). Because of the implicit relationship between \( A_0 \) and \( H_0 \), a general expression for the outage probability achieved by FD-DFE is difficult to obtain. However, analytical results can be developed for special cases to show that the use of FD-DFE can realize the maximal multi-path diversity.

In particular, the SINR for \( x_0[N-1, M-1] \) is a function of \( \lambda_{0,(N-1)(M-1)} \), which is the last element on the main diagonal of \( A_0 \). Recall that \( A_0 \) is obtained via Cholesky decomposition, i.e., \( H_0^H H_0 = L_0^H A_0 L_0 \). Because \( L_0 \) is a lower triangular matrix, \( \lambda_{0,(N-1)(M-1)} \) is equal to the element of \( H_0^H H_0 \) located in the \( NM \)-th column and the \( NM \)-th row, which means

\[
\lambda_{0,(N-1)(M-1)} = \sum_{p=0}^{P_0} |h_{0,p}|^2.
\]

Since the channel gains are i.i.d. and follow \( h_{0,p} \sim CN(0, \frac{1}{P_0+1}) \), the probability density function (pdf) of \( \sqrt{P_0+1}A_{0,(N-1)(M-1)} \) is given by

\[
f(x) = \frac{1}{P_0^\frac{1}{2}} e^{-x^2/2P_0}.
\]

By using the above pdf, the outage probability and the diversity order can be obtained by some algebraic manipulations, as shown in the following corollary.

**Corollary 1.** Assume \( \gamma_0^2 > \gamma_1^2 \). The use of FD-DFE realizes the following outage probability for detection of \( x_0[N-1, M-1] \):

\[
P_{0\rightarrow N-1,M-1} = \frac{1}{P_0^\frac{1}{2}} g\left( P_0 + 1, \frac{\epsilon_0}{\rho(\gamma_0^2 - \gamma_1^2)\epsilon_0} \right),
\]

where \( g(.) \) denotes the incomplete Gamma function. The full multi-path diversity order, \( P_0 + 1 \), is achievable for \( x_0[N-1, M-1] \).

**Remark 5:** The results in Corollary 1 can be extended to OTFS-OMA with FD-DFE straightforwardly. We also note that diversity gains larger than one are not achievable with FD-LE as shown in Lemma 2, which is one of the disadvantages of FD-LE compared to FD-DFE.

**Remark 6:** We note that not all \( NM \) data streams can benefit from the full diversity gain. The simulation results provided in Section VII (Fig. 2) show that the diversity orders achievable for \( x_0[k, l], k < N-1 \) and \( l < M-1 \), are smaller than that for \( x_0[N-1, M-1] \), and the diversity order for \( x_0[0,0] \) is one, i.e., the same value as for FD-LE. We further note that the diversity result in Corollary 1 is obtained by assuming that there is no error propagation, i.e., it is assumed that when detecting the \( i \)-th element of \( x \) in \((21)\), the first \((i-1)\) elements of \( x \) have already been correctly detected. Because of this assumption, the diversity gain developed in Corollary 1 is an upper bound on the diversity gain achieved by FD-DFE. If the assumption does not hold, the diversity orders for \( x_0[k, l] \) will be capped by the worst case, i.e., the diversity gain for \( x_0[0,0] \) which is one.

**Remark 7:** FD-DFE entails a higher implementation complexity than FD-LE, as explained in the following. The complexity of FD-LE is mainly caused by computing the inversion of \( H_0^H H_0 \). However, for FD-DFE, \( L_0 \) needs to be computed, in addition to \( (H_0^H H_0)^{-1} \), as shown in \((27)\). Recall that \( L_0 \) is obtained from the Cholesky decomposition of the \( NM \times NM \) matrix \( H_0 \), which entails a computational complexity of \( O(N^3M^3) \). Therefore, the computational complexity of FD-DFE is higher than that of FD-LE, but FD-DFE offers a performance gain in terms of reception reliability compared to FD-LE, as shown in Section VII.

V. DOWNLINK OTFS-NOMA: DETECTING THE NOMA USERS’ SIGNALS

Successive interference cancellation (SIC) will be carried out by the NOMA users, where each NOMA user first decodes the high mobility user’s signal in the delay-Doppler plane and then decodes its own signal in the time-frequency plane. The two stages of SIC are discussed in the following two subsections, respectively.

A. Stage 1 of SIC

Following steps similar to the ones in the previous section, each NOMA user also observes the mixture of the \((M+1)\) users’ signals in the delay-Doppler plane as follows:

\[
y_i = \gamma_0 H_i x_0 + \sum_{q=1}^{M} \gamma_q H_i x_q + z_i,
\]

Interference and noise terms
where $H_i$ and $z_i$ are defined similar to $H_0$ and $z_0$, respectively.

We assume that the low-mobility NOMA users do not experience Doppler shift, and therefore, their channels can be simplified as follows:

$$h_i(\tau) = \sum_{p=0}^{P_i} h_{i,p} \delta(\tau - \tau_{i,p}),$$

for $1 \leq i \leq K$, which means that each NOMA user’s channel matrix, $H_i$, $1 \leq i \leq N$, is a block-diagonal matrix, i.e., $A_{i,0}$ is a non-zero circulant matrix and $A_{i,n} = 0_{M \times M}$, for $1 \leq n \leq N - 1$. Therefore, each NOMA user can divide its observation vector into $N$ equal-length sub-vectors, i.e., $y_i = \begin{bmatrix} y_{i,0}^T & \cdots & y_{i,N-1}^T \end{bmatrix}^T$, which yields the following simplified system model:

$$y_{i,n} = \gamma_0 A_{i,0} x_{0,n} + \sum_{q=1}^{M} \gamma_q A_{i,0} x_{q,n} + z_{i,n},$$

where, similar to $y_{i,n}$, $x_{i,n}$ and $z_{i,n}$ are obtained from $x_i$ and $z_i$, respectively. Therefore, unlike the high-mobility user, the NOMA users can perform their signal detection based on reduced-size observation vectors, which reduces the computational complexity.

Since $A_{i,0}$ is a circulant matrix, the two equalization approaches used in the previous section are still applicable. First, we consider the use of FD-LE. Following the same steps as in the proof for Proposition I in the first step of FD-LE, the DFT matrix is applied to the reduced-size observation vector, which yields the following:

$$\hat{y}_i,n = \hat{D}_i F_M^H (\gamma_0 x_{0,n} + \sum_{q=1}^{M} \gamma_q x_{q,n} + z_{i,n}),$$

where $\hat{y}_i,n = F_M^H y_i,n$ and $\hat{z}_i,n = F_M^H z_i,n$. Compared to $D_i$ in Proposition I which is an $NM \times NM$ matrix, $D_i$ is an $M \times M$ diagonal matrix, and its $(l+1)$-th diagonal element is given by $\hat{D}_i(l) = \sum_{n=0}^{M-1} a_{i,0}^{(n,l)} e^{j2\pi n l / M}$, for $0 \leq l \leq M - 1$, where $a_{i,0}^{(n,l)}$ is the element located in the $(n,l)$-th row and the first column of $A_{i,0}$. Unlike conventional OFDM, which uses $F_M$ at the receiver, $F_M^H$ is used here. Because $F_M^H A_{i,0} F_M = \begin{bmatrix} F_M A_{i,0} F_M^H \end{bmatrix}^T$, the sign of the exponent of the exponential component of $\hat{D}_i$ is different from that in the conventional case.

In the second step of FD-LE, $F_M \hat{D}_i^{-1}$ is applied to $\hat{y}_i,n$. Following steps similar to the ones in the proof for Lemma [I], the SINR for detecting $x_{0}[k,l]$ can be obtained as follows:

$$\text{SINR}_{0,k,l}^{\text{ILE},\text{FD}} = \frac{\rho_{0}^2}{\rho_0^2 + \frac{1}{M} \sum_{l=0}^{M-1} |\hat{D}_i(l)|^{-2}}.$$  \hfill (33)

We note that $\text{SINR}_{0,k,l}^{\text{ILE},\text{FD}} = \text{SINR}_{0,k,l}^{\text{ILE},\text{FD}}$, for $k_1 \neq k_2$, due to the time invariant nature of the channels.

If FD-DFE is used, the corresponding SINR for detecting $x_{0}[k,l]$ is given by

$$\text{SINR}_{0,k,l}^{\text{DFE}} = \frac{\rho_{0}^2}{\rho_0^2 + \lambda_{0,i}},$$

where $\lambda_{0,i}$ is obtained from the Cholesky decomposition of $A_{i,0}$. The details for the derivation of (34) are omitted here due to space limitations.

B. Stage II of SIC

Assume that $U_0$’s $NM$ signals can be decoded and removed successfully, which means that, in the time-frequency plane, the NOMA users observe the following:

$$y_i[n,m] = \sum_{q=1}^{M} \gamma_q H_i[n,m] x_q[n,m] + W_i[n,m]$$

$$= \gamma_1 H_i[n,m] x_{m+1}(n) + W_i[n,m],$$

where the last step follows from the mapping scheme used in [6] and it is assumed that all NOMA users employ the same power allocation coefficient. We note that $U_i$ is only interested in $Y_i[n,i-1], 0 \leq n \leq N-1$. Therefore, $U_i$’s $n$-th information bearing signal, $x_i(n)$, can be detected by applying a one-tap equalizer as follows:

$$\hat{x}_i(n) = \frac{Y_i[n,i-1]}{\gamma_1 H_i[n,i-1]},$$

which means that the SNR for detecting $x_i(n)$ is given by

$$\text{SNR}_{0,k,l}^{\text{ILE},\text{FD}} = 1 - P \left( \text{SINR}_{0,k,l}^{\text{ILE},\text{FD}} > \epsilon_0, \forall l \right)$$

$$= 1 - P \left( \rho_{0}^2 |\hat{D}_i(l)|^{-2} > \epsilon_0, \frac{\rho_0^2}{\rho_0^2 + \lambda_{0,i}} > \epsilon_0 \right),$$

if FD-LE is used in the first stage of SIC. If FD-DFE is used in the first stage of SIC, the outage probability for $x_i(n)$ is given by

$$\text{P}_{0,k,l}^{\text{DFE}} = 1 - P \left( \text{SINR}_{0,k,l}^{\text{DFE}} > \epsilon_0, \forall l \right)$$

$$= 1 - P \left( \rho_{0}^2 |\hat{D}_i(l)|^{-2} > \epsilon_0, \frac{\rho_0^2}{\rho_0^2 + \lambda_{0,i}} > \epsilon_0, \forall l \right),$$

where $\epsilon_i = 2^{R_i} - 1$. Again because of the correlation between the random variables $|\hat{D}_i(l)|^{-2}$ and $\lambda_{0,i}$, the exact expressions for the outage probabilities are difficult to obtain. Alternatively, the achievable diversity order is analyzed in the following subsections.

1) Random User Scheduling: If the $M$ users are randomly selected from the $K$ available users, which means that each $|\hat{D}_i(l)|^{-2}$ is complex Gaussian distributed. For the FD-LE case, the outage probability, $P_{0,i,n}$, can be upper bounded as follows:

$$P_{0,i,n}^{\text{ILE}} \leq 1 - P \left( \rho_{0}^2 |\hat{D}_i(l)|^{-2} > \epsilon_0, \frac{\rho_0^2}{\rho_0^2 + \lambda_{0,i}} > \epsilon_0 \right),$$

(40)
where $|D_{i}^{\text{min}}|^2 = \min\{|D_{i}^{m}|^2, 0 \leq m \leq M - 1\}$. The upper bound on the outage probability in (40) can be rewritten as follows:

$$P_{i,n}^{\text{LE}} \leq 1 - P\left(|D_{i}^{\text{min}}|^2 > \bar{\epsilon}\right),$$

where $\bar{\epsilon} = \max\left\{\frac{\epsilon_{m}}{\rho(\gamma_{i}^2 - \gamma_{i}^0)}, \frac{\epsilon_{m}}{\varphi_{i}^2}\right\}$. As a result, an upper bound on the outage probability can be obtained as follows:

$$P_{i,n}^{\text{LE}} \leq P\left(|D_{i}^{\text{min}}|^2 < \bar{\epsilon}\right) \leq MP\left(|D_{i}^{0}|^2 < \bar{\epsilon}\right) = \frac{1}{\rho}.$$  

Corollary 2. For random user scheduling and FD-LA, a diversity order of 1 is achievable at the NOMA users.

Our simulation results in Section VII show that a diversity order of 1 is also achievable for FD-LA, although we do not have a formal proof for this conclusion, yet.

2) Realizing Multi-User Diversity: The diversity order of OTFS-NOMA can be realized by the proposed opportunistic scheduling policy, where a single NOMA user is scheduled to transmit in all resource blocks of the time-frequency plane. From the analysis of the random scheduling case we deduce that $|D_{i}^{\text{min}}|^2$ is critical to the outage performance. Therefore, the scheduled NOMA user, denoted by $U_{i}$, is selected based on the following criterion:

$$i^* = \arg\max_{i \in \{1, \ldots, K\}} \left\{|D_{i}^{\text{min}}|^2\right\}.$$  

By using the assumption that the users’ channel gains are independent and following steps similar to the ones in the proof for Lemma 2, the following corollary can be obtained in a straightforward manner.

Corollary 3. For FD-LA, the user scheduling strategy shown in (43) realizes the maximal multi-user diversity gain, $K$.

Remark 8: The reason why a multi-user diversity gain of $K$ can be realized by the proposed scheduling strategy is explained in the following. Recall that the SINR for FD-LA to detect $x_{0}[k,l]$ is $\text{SINR}_{0,k,l}^{\text{LE}} = \frac{\rho_{k,l}^2}{\rho_{0,k,l}^2 + \sum_{m=0}^{M-1} |D_{m}|^2 - |D_{k}^m|^2}$. If this SINR is too small, the first stage of SIC will fail and an outage event will occur. To improve the SINR, it is important to ensure that for a scheduled user, its weakest channel gain, $|D_{i}^{\text{min}}|^2 = \min\{|D_{i}^{m}|^2, 0 \leq m \leq M - 1\}$, is not too small. The used scheduling strategy shown in (43) is essentially a max-min strategy and ensures that the user with the strongest $|D_{i}^{\text{min}}|^2$ is selected from the $K$ candidates, which effectively exploits multi-user diversity.

We note that the user scheduling strategy shown in (43) is also useful for improving the performance of FD-LA, as shown in Section VII.

VI. UPLINK OTFS-NOMA TRANSMISSION

The design of uplink OTFS-NOMA is similar to that of downlink OTFS-NOMA, and due to space limitations, we mainly focus on the difference between the two cases in this section. Again, we assume that $U_0$ is grouped with $M$ NOMA users, selected from the $K$ available users. $U_0$’s $N$ signals are placed in the delay-Doppler plane, and are denoted by $x_0[k,l]$, where $0 \leq k \leq N - 1$ and $0 \leq l \leq M - 1$. The corresponding time-frequency signals, $X_0[n,m]$, are obtained by applying ISFFT to $x_0[k,l]$. On the other hand, the NOMA users’ signals, $x_i(n)$, are mapped to time-frequency signals, $X_i[n,m]$, according to (6).

Following steps similar to the ones for the downlink case, the base station’s observations in the time-frequency plane are given by

$$Y[n,m] = \sum_{q=0}^{M} H_q[n,m] X_q[n,m] + W[n,m]$$

$$= \frac{H_0(n,m)}{NM} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x_0[k,l] e^{j2\pi (\frac{n}{N} - \frac{m}{M})} + \sum_{q=1}^{M} H_q[n,m] X_q[n,m] + W[n,m],$$

where $W[n,m]$ is the Gaussian noise at the base station in the time-frequency plane. We assume that all users employ the same transmit pulse as well as the same transmit power. The base station applies SIC to first detect the NOMA users’ signals in the time-frequency plane, and then tries to detect the high-mobility user’s signals in the delay-Doppler plane, as shown in the following two subsections.

A. Stage I of SIC

The base station will first try to detect the NOMA users’ signals in the time-frequency plane by treating the signals from $U_0$ as noise, which is the first stage of SIC.

By using (6), $x_i(n)$ can be estimated as follows:

$$\hat{x}_i(n) = \frac{Y[n,i-1]}{H_i[n,i-1]}$$

$$= \frac{H_0[n,i-1] X_0[n,i-1] + W[n,i-1]}{H_i[n,i-1]}.$$

Define an $NM \times 1$ vector, $\bar{x}_0$, whose $(nM + m + 1)$-th element is $X_0[n,m]$. Recall that $X_0[n,m]$ is obtained from the ISFFT of $x_0[k,l]$, i.e.,

$$\bar{x}_0 = (F_N^H \otimes F_M)x_0,$$

which means $X_0[n,m]$ follows the same distribution as $x_0[k,l]$. By applying steps similar to those in the proof for Lemma 1 the SINR for detecting $x_i(n)$ is given by

$$\text{SINR}_{i,n} = \frac{\rho |H_i[n,i-1]|^2}{\rho |H_0[n,i-1]|^2 + 1}.$$  

Unlike downlink OTFS-NOMA, there are two possible strategies for uplink OTFS-NOMA to combat multiple access interference, as shown in the following two subsections.
1) Adaptive-Rate Transmission: One strategy to combat multiple access interference is to impose the following constraint on $x_i(n)$:

$$R_{i,n} \leq \log \left(1 + \frac{\rho |H_i[n, i-1]|^2}{|H_0[n, i-1]|^2 + 1} \right),$$  \hspace{1cm} (48)

which means that the first stage of SIC is guaranteed to be successful. Therefore, the $M$ low-mobility users are served without affecting $U_0$’s outage probability, i.e., the use of NOMA is transparent to $U_0$.

Because $U_i$’s data rate is adaptive, outage events when decoding $x_i(n)$ do not happen, which means that an appropriate criterion for the performance evaluation is the ergodic rate. Recall that $H_i[n, i-1] = D_i^{n-1}$ and $H_0[n, i-1] = D_0^{n-1}$. Therefore, $U_i$’s ergodic rate is given by

$$\mathcal{E} \{ R_{i,n} \} \leq \mathcal{E} \left\{ \log \left(1 + \frac{\rho |D_i^{n-1}|^2}{|D_0^{n-1}|^2 + 1} \right) \right\}. \hspace{1cm} (49)$$

We note that the ergodic rate of uplink OTFS-NOMA can be further improved by modifying the user scheduling strategy proposed in [43], as shown in the following. Particularly, denote the NOMA user which is scheduled to transmit in the $m$-th frequency subchannel by $U_{i_m}$, and this user is selected by using the following criterion:

$$i_m = \arg \max_{i \in \{1, \ldots, K\}} \left\{ |\tilde{D}_i^{m}|^2 \right\}. \hspace{1cm} (50)$$

We note that a single user might be scheduled on multiple frequency channels, which reduces user fairness. Because the integration of the logarithm function appearing in [49] leads to non-insightful special functions, we will use simulations to evaluate the ergodic rate of OTFS-NOMA in Section VII.

2) Fixed-Rate Transmission: If the NOMA users do not have the capabilities to adapt their transmission rates, they have to use fixed data rates $R_k$ for transmission, which means that outage events can happen and the achieved outage performance is analyzed in the following. For illustration purposes, we focus on the case when the user scheduling strategy shown in (50) is used.

The outage probability for detecting $x_{i_m}(n)$ is given by

$$P_{i_m,n} = P \left( \log \left(1 + \frac{\rho |\tilde{D}_{i_m}^{m-1}|^2}{\rho |D_0^{m-1}|^2 + 1} \right) < R_{i_m} \right). \hspace{1cm} (51)$$

Following steps similar to the ones in the proof for Lemma 2, we can show that $|\tilde{D}_{i_m}^{m-1}|^2$ and $|D_0^{m-1}|^2$ are independent, and the use of the user scheduling scheme in (50) simplifies the outage probability as follows:

$$P_{i_m,n} = P \left( \log \left(1 + \frac{\rho |\tilde{D}_{i_m}^{m-1}|^2}{\rho |D_0^{m-1}|^2 + 1} \right) < R_{i_m} \right) = \int_0^\infty \left(1 - e^{-\frac{\kappa \epsilon_{i_m}^{m} (1+\rho)}{\rho}}\right) e^{-y} dy, \hspace{1cm} (52)$$

where we use the fact that the cumulative distribution function of $|\tilde{D}_{i_m}^{m-1}|^2$ is $(1 - e^{-y})^K$ because of the adopted user scheduling strategy.

The outage probability can be further simplified as follows:

$$P_{i_m,n} = \sum_{k=0}^{K} \left( \frac{K}{k} \right) (-1)^k \int_0^\infty e^{-\frac{k \epsilon_{i_m}^{m} (1+\rho)}{\rho}} e^{-y} dy \hspace{1cm} (53)$$

$$= \sum_{k=0}^{K} \left( \frac{K}{k} \right) (-1)^k e^{-\frac{k \epsilon_{i_m}^{m}}{k \epsilon_{i_m}^{m} + 1}}. \hspace{1cm} (54)$$

At high SNR, the outage probability can be approximated as follows:

$$P_{i_m,n} \approx \sum_{k=0}^{K} \left( \frac{K}{k} \right) (-1)^k \frac{1}{k \epsilon_{i_m}^{m} + 1}, \hspace{1cm} (55)$$

which is no longer a function of $\rho$, i.e., the outage probability has an error floor at high SNR. This is due to the fact that $U_{i_m}$ is subject to strong interference from $U_0$.

However, we can show that the error floor experienced by $U_{i_m}$ can be reduced by increasing $K$, i.e., inviting more opportunistic users for NOMA transmission. In particular, assuming $K \epsilon_{i_m}^{m} \rightarrow 0$, the outage probability can be approximated as follows:

$$P_{i_m,n} \approx \sum_{k=0}^{K} \left( \frac{K}{k} \right) (-1)^k \left(1 + k \epsilon_{i_m}^{m}\right)^{-1} \hspace{1cm} \approx \sum_{k=0}^{K} \left( \frac{K}{k} \right) (-1)^k \sum_{l=0}^{\infty} (-1)^l k^l l^i_m, \hspace{1cm} (56)$$

where we use the fact that $(1+x)^{-1} = \sum_{l=0}^{\infty} (-1)^l x^l$, $|x| < 1$. Therefore, the error floor at high SNR can be approximated as follows:

$$P_{i_m,n} \approx \sum_{l=0}^{\infty} (-1)^l l^i_m \sum_{k=0}^{K} \left( \frac{K}{k} \right) (-1)^k k^l \hspace{1cm} \approx (-1)^l K \epsilon_{i_m}^{m} \left(1 - K^l K! / K^l \right),$$

where we use the identity $\sum_{k=0}^{K} \left( \frac{K}{k} \right) (-1)^k k^l = 0$, for $l < K$ and $\sum_{k=0}^{K} \left( \frac{K}{k} \right) (-1)^k k^l K! = K! K^l K!$.

The conclusion that increasing $K$ reduces the error floor can be confirmed by defining $f(k) = k ! \epsilon_{i_m}^{m}$ and using the following fact:

$$f(k) - f(k + 1) = k ! \epsilon_{i_m}^{m} (1 - (k + 1) \epsilon_{i_m}^{m}) > 0, \hspace{1cm} (57)$$

where it is assumed that $k \epsilon_{i_m}^{m} \rightarrow 0$.

B. Stage II of SIC

If adaptive transmission is used, the NOMA users’ signals can be detected successfully during the first stage of SIC. Therefore, they can be removed from the observations at the base station, i.e., $Y[n, m] = Y[n, m] - \sum_{q=1}^{N} H_q[n, m] X_q[n, m]$, and SFFT is applied to obtain the delay-Doppler observations as follows:

$$y_0[k, l] = \frac{1}{NM} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} Y[n, m] e^{-j2\pi \left( \frac{nk}{N} - \frac{ml}{M} \right)} \hspace{1cm} (58)$$

$$= \sum_{p=0}^{P} h_0[p, x_0][k - \mu_{0,p}] N, (l - \tau_{0,p}) M + z[k, l],$$
where \( z[k, l] \) denote additive noise. \( U_0 \)'s signals can be detected by applying either of the two considered equalization approaches, and the same performance as for OTFS-OMA can be realized. The analytical development is similar to the downlink case, and hence is omitted due to space limitations.

However, if fixed-rate transmission is used, the uplink outage events for decoding \( x_0[k, l] \) are different from the downlink ones, as shown in the following. Particularly, the use of FD-LE yields the following SINR expression for decoding \( x_0[k, l] \):

\[
\text{SINR}_{0,kl}^{\text{LE}} = \frac{\rho}{\sum_{k=0}^{N-1} \sum_{l=0}^{M-1} |D_0^{k,l}|^2}. \tag{59}
\]

If FD-DFE is used, the SNR for detection of \( x_0[k, l] \) is given by

\[
\text{SINR}_{0,kl}^{\text{DFE}} = \rho \lambda_{0,kl}.
\]

Therefore, the outage probability for detecting \( x_0[k, l] \) is given by

\[
P_{kl} = 1 - P \left( \text{SINR}_{0,kl}^{\text{DFE,LE}} > \epsilon_0, \text{SINR}_{i,n} > \epsilon_i \forall i, n \right)
\geq 1 - P \left( \text{SINR}_{i,n} > \epsilon_i \forall i, n \right) \geq P \left( \text{SINR}_{1,0} < \epsilon_i \right).
\]

Since \( P \left( \text{SINR}_{1,0} < \epsilon_i \right) \) has an error floor as shown in the previous subsection, the uplink outage probability for detection of \( U_0 \)'s signals does not go to zero even if \( \rho \to \infty \), which is different from the downlink case. Therefore, if fixed-rate transmission is used, adding the \( M \) low-mobility users into the bandwidth, which would be solely occupied by \( U_0 \) in OTFS-OMA, improves connectivity but degrades \( U_0 \)'s performance.

### VII. Numerical Studies

In this section, the performance of OTFS-NOMA is evaluated via computer simulations. Similar to [26]–[28], we first define the delay-Doppler profile as shown in Table I, where \( P_0 = 3 \) and the subchannel spacing is \( \Delta f = 7.5 \text{ kHz} \). Therefore, the maximum speed corresponding to the largest Doppler shift \( v_{0.3} = 468.8 \text{ Hz} \) is \( 126.6 \text{ km/h} \) if the carrier frequency is \( f_c = 4 \text{ GHz} \). On the other hand, the NOMA users’ channels are assumed to be time invariant with \( P_0 = 3 \) propagation paths, i.e., \( \tau_{i,p} = 0 \) for \( p \geq 4, i \geq 1 \). For all the users’ channels, we assume that \( \sum_{p=0}^{P_0-1} \mathbb{E}[|h_{i,p}|^2] = 1 \) and \( |h_{i,p}|^2 \sim \mathcal{CN} \left( 0, \frac{1}{\tau_{i,p}} \right) \). For the fixed rate transmission scheme, a simple choice for power allocation \( (\gamma_0^2 = \frac{3}{4} \text{ and } \gamma_i^2 = \frac{1}{4} \text{ for } i > 0) \) is considered. The performance of OTFS-NOMA could be further improved by optimizing \( \gamma_i \) according to the users’ channel conditions and QoS requirements.

In Fig. 1 downlink OTFS-NOMA transmission is evaluated by using the normalized outage sum rate as the performance criterion which is defined as \( \frac{1}{\sum_{k=0}^{N-1} \sum_{l=0}^{M-1} (1 - P_0,kl) R_0} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} (1 - P_0,kl) R_0 + \frac{1}{\sum_{k=0}^{N-1} \sum_{l=0}^{M-1} (1 - P_0,kl) R_0} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} (1 - P_0,kl) R_0 \).
This conclusion is confirmed by Fig. 2(a), where the analytical results developed in Corollary 1 are also verified. Fig. 2(b) shows the outage probabilities achieved by FD-DFE for different $x_0[k, l]$. As shown in the figure, the lowest outage probability is obtained for $x_0[N - 1, M - 1]$, whereas the outage probability of $x_0[0, 0]$ is the largest, which is due to the fact that, in FD-DFE, different signals $x_0[k, l]$ are affected by different effective channel gains, $\lambda_{0, kl}$. Another important observation from the figures is that the FD-LE outage probability is the same as the FD-DFE outage probability for detection of $x_0[0, 0]$, which fits the intuition that for FD-DFE the reliability of the first decision ($x_0[0, 0]$) is the same as that of FD-LE. For the same reason, FD-LE and FD-DFE yield similar performance for detection of the NOMA users’ signals, since the FD-DFE outage performance is dominated by the reliability for detection of $x_0[0, 0]$, and hence is the same as that of FD-LE.

In addition to multi-path diversity, another degree of freedom available in the considered OTFS-NOMA downlink scenario is multi-user diversity, which can be harvested by applying user scheduling as discussed in Section V-B. Fig. 3 demonstrates the benefits of exploiting multi-user diversity. With random user scheduling, at low SNR, the performance of OTFS-NOMA is worse than that of OTFS-OMA, which is also consistent with Fig. 1. By increasing the number of users participating in OTFS-NOMA, the performance of OTFS-NOMA can be improved, particularly at low and moderate SNR. For example, for FD-LE, the performance of OTFS-NOMA approaches that of OTFS-OMA at low SNR by exploiting multi-user diversity, and for FD-DFE, an extra gain of 0.5 BPCU can be achieved at moderate SNR.

Fig. 4. The ergodic rate gain of OTFS-NOMA over OTFS-OMA. The NOMA users adapt their data rates according to (48). $P_0 = P_i = 3$. $M = N = 16$. In Figs. 4 and 5, the performance of uplink OTFS-NOMA is evaluated. As discussed in Section VI, the NOMA users have two choices for their transmission rates, namely adaptive and fixed rate transmission. The use of adaptive rate transmission can ensure that the implementation of NOMA is transparent to $U_0$, which means that $U_0$’s QoS requirements are strictly guar-
used by the NOMA users. Fig. 5. The performance of uplink OTFS-NOMA. Fixed-rate transmission is used by the NOMA users. M = N = 16, P = P = 3, R = 0.5 BPCU. γ = 1/2 and γ = 1/2 for i > 0.

anteed. Since U achieves the same performance for OTFS-NOMA and OTFS-OMA when adaptive rate transmission is used, we only focus on the NOMA users’ performance, where the ergodic rate in (49) is used as the criterion. We note that this ergodic rate is the net performance gain of OTFS-NOMA over OTFS-OMA, which is the reason why the vertical axis in Fig. 4 is labeled ‘Ergodic Rate Gain’. When the M users are randomly selected from the K NOMA users, the ergodic rate gain is moderate, e.g., 1.5 bit per channel use (BPCU) at ρ = 30 dB. By applying the scheduling strategy proposed in [50], the ergodic rate gain can be significantly improved, e.g., nearly by a factor of two compared to the random case with K = 16 and ρ = 30 dB.

Fig. 5 focuses on the case with fixed rate transmission, and similar to Fig. 1, the normalized outage sum rate is used as performance criterion in Fig. 5(a). One can observe that with random user scheduling, the sum rate of OTFS-NOMA is similar to that of OTFS-OMA. This is due to the fact that no interference mitigation strategy, such as power or rate allocation, is used for NOMA uplink transmission, which means that U and the NOMA users cause strong interference to each other and SIC failure may happen frequently. By applying the user scheduling strategy proposed in [50], the channel conditions of the scheduled users become quite different, which facilitates the implementation of SIC. This benefit of user scheduling can be clearly observed in Fig. 5(a), where NOMA achieves a significant gain over OMA although advanced power or rate allocation strategies are not used. Fig. 5(a) also shows that the difference between the performance of FD-LE and FD-DFE is insignificant for the uplink case. This is due to the fact that the outage events during the first stage of SIC dominate the outage performance, and they are not affected by whether FD-LE or FD-DFE is employed. Another important observation from Fig. 5(a) is that the maximal sum rate R cannot be realized, even at high SNR. The reason for this behaviour is the existence of the error floor for the NOMA users’ outage probabilities, as shown in Fig. 5(b). The analytical results provided in Section V-B show that increasing K can reduce the error floor, which is confirmed by Fig. 5(b).

VIII. CONCLUSIONS

In this paper, we have proposed OTFS-NOMA uplink and downlink transmission schemes, where users with different mobility profiles are grouped together for the implementation of NOMA. The analytical results developed in the paper demonstrate that both the high-mobility and the low-mobility users benefit from the application of OTFS-NOMA. In particular, the use of NOMA enables the spreading of the signals of a high-mobility user over a large amount of time-frequency resources, which enhances the OTFS resolution and improves the detection reliability. In addition, OTFS-NOMA ensures that the low-mobility users have access to the bandwidth resources which would be solely occupied by the high-mobility users in OTFS-OMA. Hence, OTFS-NOMA improves the spectral efficiency and reduces latency. An interesting topic for future works is studying the impact of non-zero fractional delays and fractional Doppler shifts on the performance of the developed OTFS-NOMA protocol. Furthermore, in this paper, the users’ channel gains (the taps of the delay-Doppler impulse response) have been assumed to be Gaussian distributed, and an important direction for future research is to investigate the impact of other types of channel distributions on the performance of OTFS-NOMA. Moreover, the combination of emerging spectrally efficient 5G solutions, such as 5G New Radio Bandwidth Part (5G-NR-BWP) [39], [40] and software-controlled metasurfaces [41], with OTFS-NOMA is also a promising topic for future research.

APPENDIX A

PROOF FOR PROPOSITION 1

Intuitively, the use of F ⊗ F is analogous to the application of the ISFFT which transforms signals from the delay-Doppler plane to the time-frequency plane, where inter-symbol interference is removed, i.e., the user’s channel matrix is diagonalized. The following proof confirms this intuition and reveals how the diagonalized channel matrix is related to
the original block circulant matrix. We first apply \( F_N \otimes I_M \) to \( y_0 \), which yields the following:

\[
(F_N \otimes I_M) y_0 = (F_N \otimes I_M) H_0 \left( \gamma_0 x_0 + \sum_{q=1}^{M} \gamma_q x_q \right) + (F_N \otimes I_M) z_0,
\]

where \( H_0 = \begin{bmatrix} 1 & 0 \end{bmatrix} \) is a diagonal matrix with \( n \leq l \leq N - 1 \). Therefore, we can apply \( I_N \otimes F_M^H \) to \( (F_N \otimes I_M) y_0 \), which yields the following:

\[
(I_N \otimes F_M^H) (F_N \otimes I_M) y_0 = \text{diag} \left\{ \sum_{n=0}^{N-1} \mathbf{A}_{0,n} e^{-j \frac{2 \pi n l}{N}}, 0 \leq l \leq N - 1 \right\}
\]

\[
\times \left( \gamma_0 x_0 + \sum_{q=1}^{M} \gamma_q x_q \right) + (I_N \otimes F_M^H) (F_N \otimes I_M) z_0,
\]

where the \( \mathbf{A}_{0,n} \) is a diagonal matrix, \( \mathbf{A}_{0,n} = \text{diag} \left\{ \sum_{m=0}^{M-1} a_{0,n,m} e^{-j \frac{2 \pi m n}{N}}, 0 \leq m \leq M - 1 \right\} \), and \( a_{0,n} \) is the element located in the first column of \( \mathbf{A}_{0,n} \).

By applying a property of the Kronecker product, \((A \otimes B)(C \otimes D) = (AC) \otimes (BD)\), the received signals can be simplified as follows:

\[
(F_N \otimes F_M^H) y_0 = \text{diag} \left\{ \sum_{n=0}^{N-1} \mathbf{A}_{0,n} e^{-j \frac{2 \pi n l}{N}}, 0 \leq l \leq N - 1 \right\}
\]

\[
\times \left( \gamma_0 x_0 + \sum_{q=1}^{M} \gamma_q x_q \right) + (F_N \otimes F_M^H) z_0,
\]

where \( \mathbf{A}_{0,n} \) is a diagonal matrix in the \( n \)-th row and first column of \( \mathbf{A}_{0,n} \).

Denote the \( N M \times 1 \) vector collecting the \( \tilde{x}[k, l] \) by \( \tilde{x} \) and the \( N M \times 1 \) vector collecting the \( X[n, m] \) by \( \tilde{x} \), which means that (64) can be rewritten as follows:

\[
\tilde{x} = (F_N \otimes F_M^H) \tilde{x}.
\]

Therefore, the model for the received signals in (13) can be re-written as follows:

\[
\tilde{y}_0 = \gamma_0 x_0 + \gamma_1 \tilde{x} + (F_N \otimes F_M^H)^{-1} D_0^{-1} \tilde{z}_i
\]

\[
= \gamma_0 x_0 + \gamma_1 (F_N \otimes F_M^H)^{-1} \tilde{x} + (F_N \otimes F_M^H)^{-1} D_0^{-1} \tilde{z}_0,
\]

where we have used the assumption that \( \gamma_i = \gamma_1 \), for \( 1 \leq i \leq N \). Note that the power of the information-bearing signals is simply \( \gamma_0^2 \rho \), and therefore, the key step to obtain the SINR is to find the covariance matrix of the interference-plus-noise term.

We first show that \( \tilde{z}_0 \triangleq (F_N \otimes F_M^H) z_0 \) is still a complex Gaussian vector, i.e., \( \tilde{z}_0 \sim \mathcal{CN}(0, I_{NM}) \). Recall that \( z_0 \) contains \( NM \) i.i.d. complex Gaussian random variables. Furthermore, \( F_N \otimes F_M^H \) is a unitary matrix as shown in the following:

\[
(F_N \otimes F_M^H)(F_N \otimes F_M^H)^H = I_{NM},
\]

where step (a) follows from the fact that \((A \otimes B)^H = A^H \otimes B^H\) and step (b) follows from the fact that \((A \otimes B)(C \otimes D) = (AC) \otimes (BD)\). Therefore, \((F_N \otimes F_M^H) z_0 \sim \mathcal{CN}(0, I_{NM})\) given the fact that \( z_0 \sim \mathcal{CN}(0, I_{NM})\) and a unitary transformation of a Gaussian vector is still a Gaussian vector.

Therefore, the covariance matrix of the interference-plus-noise term is given by

\[
C_{\text{cov}} = \gamma_1^2 E \left\{ (F_N \otimes F_M^H) \tilde{x} \tilde{x}^H (F_N \otimes F_M^H)^H \right\}
\]

\[
+ E \left\{ (F_N \otimes F_M^H)^{-1} D_0^{-1} \tilde{z}_0 \tilde{z}_0^H (F_N \otimes F_M^H)^{-H} \right\}.
\]

Recall that the \((nM + m + 1)\)-th element of \( \tilde{x} \) is \( \tilde{x}[n, m] \) which is equal to \( x_{m+1}(n) \). Therefore, the covariance matrix can be further simplified as follows:

\[
C_{\text{cov}} = \gamma_1^2 \rho (F_N \otimes F_M^H)(F_N \otimes F_M^H)^H
\]

\[
+ (F_N \otimes F_M^H)^{-1} D_0^{-1} D_0^{-H} (F_N \otimes F_M^H)^{-H}
\]

\[
= \gamma_1^2 I_{MN} + (F_N \otimes F_M^H) D_0^{-1} D_0^{-H} (F_N \otimes F_M^H),
\]

where the noise power is assumed to be normalized.

Following the same steps as in the proof of Proposition 1, we learn that, by construction, \((F_N \otimes F_M^H) D_0^{-1} D_0^{-H} (F_N \otimes F_M^H)\) is also a block-circulant matrix, which means that the elements on the main diagonal of \((F_N \otimes F_M^H) D_0^{-1} D_0^{-H} (F_N \otimes F_M^H)\) are identical. Without loss of generality, denote the diagonal elements of \((F_N \otimes F_M^H) D_0^{-1} D_0^{-H} (F_N \otimes F_M^H)\) by \( \phi \).
Therefore, \( \phi \) can be found by using the trace of the matrix as follows:

\[
\phi = \frac{1}{NM} \text{Tr} \left\{ (F_N^H \otimes F_M) D_0^{-1} D_0^{-H} (F_N \otimes F_M^H) \right\} \\
= \frac{1}{NM} \text{Tr} \left\{ (F_N \otimes F_M^H) (F_N^H \otimes F_M) D_0^{-1} D_0^{-H} \right\} \\
= \frac{1}{NM} \text{Tr} \{ D_0^{-1} D_0^{-H} \} = \frac{1}{NM} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} |D_{k,l}^0|^2.
\]

Therefore, the SINR for detection of \( x_0[k, l] \) is given by

\[
\text{SINR}_{LE}^{0,k,l} = \frac{\rho_0^2}{\rho_1^2 + \phi},
\]

and the proof is complete.

\section*{Appendix C}

\section*{Proof for Lemma 2}

The lemma is proved by first developing upper and lower bounds on the outage probability, and then showing that both bounds have the same diversity order.

An upper bound on SINR_{0,kl} is given by

\[
\text{SINR}_{0,kl} = \frac{\rho_0^2}{\rho_1^2 + \frac{1}{NM} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} |D_{k,l}^0|^2} \leq \frac{\rho_0^2}{\rho_1^2 + \frac{1}{NM} |D_{0,0}^0|^2}.
\]

Therefore, the outage probability, denoted by \( P_{0,kl} \), can be lower bounded as follows:

\[
P_{0,kl} \geq \text{P} \left( \frac{\rho_0^2}{\rho_1^2 + \frac{1}{NM} |D_{0,0}^0|^2} < \epsilon_0 \right) \tag{73}
\]

\[
= \text{P} \left( |D_{0,0}^0|^2 < \frac{\epsilon_0 NM \rho}{\rho \gamma^2 + \epsilon_0} \right),
\]

where we assume that \( \gamma^2 > \gamma_0^2 \epsilon_0 \). Otherwise, the outage probability is always one.

To evaluate the lower bound on the outage probability, the distribution of \( D_{0,0}^{u,v} \) is required. Recall from (16) that \( D_{0,0}^{u,v} \) is the \((u-v+1)M+u\)-th main diagonal element of \( D_0 \) and can be expressed as follows:

\[
D_{0,0}^{u,v} = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} a_{0,n}^m e^{j2\pi \frac{um}{NM}} e^{-j2\pi \frac{vn}{NM}} ,
\]

which is the ISFFT of \( a_{0,n}^m \). Therefore, we have the following property:

\[
\mathbf{D}_0 = \sqrt{NM} \mathbf{F}_M^H \mathbf{A}_0 \mathbf{F}_N ,
\]

where the element in the \( u \)-th row and the \( v \)-th column of \( \mathbf{D}_0 \) is \( D_{0,0}^{u,v} \) and the element in the \( m \)-th row and the \( n \)-th column of \( \mathbf{A}_0 \) is \( a_{0,n}^m \).

The matrix-based expression shown in (75) can be vectorized as follows:

\[
\text{Diag} (\mathbf{D}_0) = \text{vec} (\mathbf{D}_0) = \sqrt{NM} \text{vec} (\mathbf{F}_M^H \mathbf{A}_0 \mathbf{F}_N) = \sqrt{NM} \text{vec} (\mathbf{F}_N \otimes \mathbf{F}_M^H \mathbf{A}_0),
\]

where \( \text{Diag} (\mathbf{A}) \) denotes a vector collecting all elements on the main diagonal of \( \mathbf{A} \) and we use the facts that \( (C^T \otimes A) \text{vec} (\mathbf{B}) = \text{vec} (\mathbf{D}) \) if \( ABC = \mathbf{D} \), and \( \mathbf{F}_M^H = \mathbf{F}_N \).

We note that \( \text{vec} (\mathbf{A}_0) \) contains only \((P_0 + 1)\) non-zero elements, where the remaining elements are zero. Therefore, each element on the main diagonal of \( D_0 \) is a superposition of \((P_0 + 1)\) i.i.d. random variables, \( h_{0,p} \sim \mathcal{CN} \left( 0, \frac{1}{\rho_0 + 1} \right) \). We further note that the coefficients for the superposition are complex exponential constants, i.e., the magnitude of each coefficient is one. Therefore, each element on the main diagonal of \( D_0 \) is still complex Gaussian distributed, i.e., \( D_{0,0}^{u,v} \sim \mathcal{CN} (0, 1) \), which means that the lower bound on the outage probability shown in (73) can be expressed as follows:

\[
P_{0,kl} \geq 1 - e^{-\frac{\epsilon_0}{NM \rho (\gamma_0^2 - \gamma_0^2 \epsilon_0)}} = \frac{1}{\rho}.
\]

On the other hand, an upper bound on the outage probability is given by

\[
P_{0,kl} \leq \text{P} \left( \rho_0^2 \gamma^2 + \frac{1}{NM} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} |D_{0,0}^{k,l}|^2 < \epsilon_0 \right),
\]

where \( |D_{0,0}^{k,l}| = \min \{|D_{0,0}^{k,l}|, \forall l \in \{0, \cdots, M-1\}, k \in \{0, \cdots, N-1\} \} \).

Therefore, the outage probability can be upper bounded as follows:

\[
P_{0,kl} \leq \text{P} \left( |D_{0,0}^{k,l}|^2 < \frac{\epsilon_0}{\rho \gamma^2 - \epsilon_0 \gamma_0^2} \right). \tag{79}
\]

It is important to point out that the \( |D_{0,0}^{k,l}|^2 \), \( l \in \{0, \cdots, M-1\}, k \in \{0, \cdots, N-1\} \), are correlated, and not independent.

\[
\mathcal{E} \left\{ \text{Diag} (\mathbf{D}_0) \text{Diag} (\mathbf{D}_0)^H \right\} = \text{NM} \mathcal{E} \left\{ (\mathbf{F}_N \otimes \mathbf{F}_M^H) \text{vec} (\mathbf{A}_0) \text{vec} (\mathbf{A}_0)^H (\mathbf{F}_N \otimes \mathbf{F}_M^H)^H \right\} = \text{NM} \left( \mathbf{F}_N \otimes \mathbf{F}_M^H \right) \mathcal{E} \left\{ \text{vec} (\mathbf{A}_0) \text{vec} (\mathbf{A}_0)^H \right\} (\mathbf{F}_N \otimes \mathbf{F}_M^H)^H.
\]
Although the $|D_{0,k,l}^2|$ are not independent, an upper bound on $P_{0,k,l}$ can be still found as follows:

$$P_{0,k,l} \leq \mathbb{P}\left(|D_{0,k,l}^2| < \frac{\epsilon_0}{\rho(\gamma_0^2 - \gamma_1^2 \epsilon_0)}\right) \quad (81)$$

$$= \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} \mathbb{P}\left(|D_{0,k,l}^2| < \frac{\epsilon_0}{\rho(\gamma_0^2 - \gamma_1^2 \epsilon_0)}\right)$$

$$\leq MNP \left(1 - \frac{\epsilon_0}{\rho(\gamma_0^2 - \gamma_1^2 \epsilon_0)}\right) \approx 1 - \frac{\epsilon_0}{\rho}.$$

Since both the upper and lower bounds on the outage probability have the same diversity order, the proof of the lemma is complete.
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