Continuous Optimization

Penalty and Barrier

Sections covered in the textbook (2nd edition):
» Chapter 17: 1, 2, 3



Barrier Method

min f(x)
where €2 is the feasible region
Q={x|c(x)=0,i€é&, c(x)>0,ieI}
This is equivalent to

min f(x) + xa(x)

where yq(x) is the indicator function,

0, if x € Q,
xa(x) = .
00, otherwise.

But we have to get alternative formulas for yq(x) to make it
useful in practice, like the duality theory.



Barrier: Logarithmic and inverse function

min (%),
subject to g(x)>0, i=12-- m

Introducing the barrier function
Pu(x) = £(x) + po(x)

such that ¢(x) — +oo as gi(x) — 0T, with the corresponding
minimizer x*. Then find the limit p — 0%.
Two popular barrier functions: the logarithmic function

P(x) = —Zlng,-(x),

and inverse function

m

1
d(x) =) 20)

i=1 ©!




Barrier methods

Solve the following problem using logarithmic barrier

min f(x) =x1 — 2x,
subject to 14+ x — x22 >0,
X2 Z 0.

Another example

min f(x) = x2 +x2,
subject to xx—1>02>0,
X2 + 1 Z O

Show that the result converges and we can get an estimate of
the Lagrange Multipliers.

Also show that the Hessian matrix is ill-conditioned (Amax/Amin
is large).



Penalty method

min f(x) subject to ¢i(x) =0, i€é.

X

Equivalent to min f(x) + ut(x), such that ¢(x) = 0 if x is
feasible and 1(x) > 0 otherwise.

QUei) = F() +5 D ()
i€e€
For general constrained problems

min f(x) subject to  ¢i(x)=0, i€ &, c(x) >0,i €.

X

the quadratic penalty function is

Qi) = f MZ gZ([Ci(X)] )’

ie€ i€l



Nonsmooth penalty functions

For general constrained problems

min f(x) subject to  ¢(x) =0, i €&, c(x)>0,ieZ.

X

the nonsmooth penalty function is

Q(x; 1) def —I—uZ|c, ]—I—uZ[c,

i€ €T



Penalty method

min f(x) = —x1x,
subject to x1+2x—4=0.
Define the penalty function

Q(x; 1) = —x1x0 + p(x1 + 2x0 — 4)2.

Find the minimizer X;

*
How far c(x}) away from zero?

v

v

v

Estimate the Lagrange Multiplier

Check the condition number of VZQ(x)

v



