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Four lectures

1. Basics and normal approximation

2. Poisson approximation

3. Multivariate and process approximation

4. Concentration inequalities
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Hoeffding’s inequality

Assume

▶ X1,X2, . . . ,Xn independent random variables,

▶ a ≤ Xi ≤ b,

▶ W = Wn =
∑n

i=1 Xi .

Then for any t > 0,

P(|Wn − EWn| ≥ t) ≤ 2e
− 2t2

n(b−a) .



Exchangeable pairs bound

Assume

▶ W is a random variable with E[W ] = 0 and Var(W ) = σ2.

▶ (W ,W ′) is an exchangeable pair, satisfying

E[W ′ −W |W ] = −λW ,

some λ > 0.

▶ E
[
(W ′ −W )2|W

]
≤ 2λ(bW + c), some b, c ≥ 0.

▶ E[eθW ] < ∞, all θ ∈ R.

▶ E
[
eθW |W ′ −W |

]
< ∞, all θ ∈ R.

Then for all t > 0,

P(W ≥ t) ≤ exp

{
−t2

2(c + bt)

}
, P(W ≤ −t) ≤ exp

{
−t2

2c

}
.



Application: Hoeffding’s combinatorial statistic

▶ Fix (aij)1≤i ,j≤n with 0 ≤ aij ≤ 1.

▶ Let π be a uniform random permutation of {1, . . . , n}.

Let

W =
∑
i

aiπi
− 1

n

∑
i ,j

ai ,j .

Then for any t > 0,

P(|W | ≥ t) ≤ 2 exp

{
−t2

4
n

∑
i ,j aij + 2t

}



Size bias bound

Assume

▶ X ≥ 0 is a random variable with E[X ] = µ and Var(X ) = σ2.

▶ X s is a size-biased coupling of X with |X s − X | ≤ c .

If X s ≥ X , then for all t > 0,

P(X − µ ≤ −t) ≤ exp

{
−t2

2cµ

}
.

If E[e(2/c)X ] < ∞, then for all t > 0,

P(X − µ ≥ t) ≤ exp

{
−t2

c(2µ+ t)

}
.



Size-bias Construction

Assume

▶ X =
∑

α Yα, with Yα ∼ Bernoulli(pα) (any dependence),

▶ µ =
∑

α pα < ∞.

If for each α,

L
(
(Y

(α)
β )β ̸=α) = L

(
(Yβ)β ̸=α|Yα = 1)

and I is independent random variable with P(I = α) = pα/µ, then

X s := 1 +
∑
β ̸=I

Y
(I )
β

has the size-biased distribution of X .
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