MATH36001 Solutions: Background Material 2015
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(i) Let Q1, @2 be orthogonal. Then (Q1Q2)(Q1Q2)T = Q,Q,QYQT = Q,QT = 1.

(iii) 1 = det I = det(QT Q) = det QT det Q = (det Q)? so det(Q) = =£1.

1 =det ] =det(U*U) = det U*det U = det U det U so det U = ¢®.

4. ) X =D—CA'BandY = A— BD'C.
(ii) From the block LU factorization of [é g} we deduce that
det ([42]) = det ([o"2 F]) det ([4 p_ciip]) = det(A) det(D — CA™'B),

O D-CA-1B

where we have used the fact that the determinant of a block-triangular matrix is the product of
determinants of the diagonal blocks, and that det(/) = 1. Likewise, the block UL factorization
of [4 7] leads to det ([CDD = det(D) det(A — BD~1C).

Setting A =1 and D = I in (1) yields (2). With B = x and C' = y* so that n = 1, (2) yields
det(I — zy*) = det(1 — y*z) = 1 — y*z.
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(i) From Exercise (4), det(] + aee]) = 1+ aele; Thus for i # j, I + aeel is always
nonsingular. When ¢ = j, I 4+ ae,e; is nonsingular as long as a # —1. In this case, the
Sherman-Morrison formula gives (I + aeel )™ =1 — a1l + aej e;)ee] .

6. Suppose i,...,1, are linearly dependent so that Y .  a;x; = 0 with not all constants
a1, ..., Qp equal to zero. Then for j =1,...,n, x} Yo T = ajxjz; = 0 which implies that
a; = 0 since iz, # 0.

(i) Identity matrix.
(ii) Zero matrix.
(iii) zy* idempotent when y*x = 1 and nilpotent when y*z = 0.

AB = AABB = ABAB = (AB)?.

)
)
)
(iv)
(v) Suppose A? = A and A nonsingular. Then A7}(A?) = A"'A < A=1.
(vi) A =(A—ID)(A+1). So A2=Tifandonly if (A—I)(A+1I)=(A+1)(A-1)=0.
(vil) (I —2xaz*)(I — 2za*) =1 — dax* + daa* = 1.
) 1

=(I—A)I-A) P =(T-A)YE (A =38 (AT AT = T— AR = AR = O,

(viii

8 (i) If T = AB is a product of upper triangular matrices, then, accounting for the zero

subdiagonals of A and B,
n J
tij = Z airbrj = Z Aikbrj, (1)
k=1 k=i

and the product is zero if j < i, as required. Transposing the equation T" = AB gives TT =
BT AT which implies the corresponding result for lower triangular matrices.

Setting i = j in (1) gives that t; = el ABe; = a;;by;.

(i) det(A) = I[;_; aj; # 0 iff a;; # 0 for all j. Regarding the inverse, let T = A~'. Since
T A = I we have, equating (i, 1) elements,

n
0= Ztikakl = tﬂau, 7> 1.
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Since ai; # 0 this implies t31 = -+ =t,; = 0. For ¢ > j = 2, we then have 0 = t;5a92, showing
that T is zero beneath the diagonal in the second column. ‘By induction’ T" is upper triangular.
Using (i) with B = A" we have that 1 = e] Ie; = ] ABe; = a;;b;; = bj; = 1/ay;.

(i) trace(aA + BB) = > aa; + 5. Bbi = a . ay + B> by = atrace(A) + Btrace(B).
(11) Since (AB)” == 22:1 aikbki,

trace(AB) = Zn: z": irbe; = 2": z": bipay; = trace(BA).
i=1 k=1 i=1 k=1

(iii) 0 = S + ST = trace(S + ST) = 2trace(S) = 0 = trace(S) = 0.
Let A= [} " ]. Then trace(A) = 0 but A is not skew-symmetric.



