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Stochastic dynamo model for subcritical transition
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The effects of stochastic perturbations in a nonlinear a{)-dynamo model are investigated. By using trans-
formation of variables we identify a “slow” variable that determines the global evolution of the non-normal
aQ)-dynamo system in the subcritical case. We apply an adiabatic elimination procedure to derive a closed
stochastic differential equation for the slow variable for which the dynamics is determined along one of the
eigenvectors of the full system. We derive the corresponding Fokker-Planck equation and show that the
generation of a large scale magnetic field can be regarded as a first-order phase transition. We show that the an
advantage of the reduced system is that we have explicit expressions for both the stochastic and deterministic
potentials. We also obtain the stationary solution of the Fokker-Planck equation and show that an increase in
the intensity of the multiplicative noise leads to qualitative changes in the stationary probability density
function. The latter can be interpreted as a noise-induced phase transition. By a numerical simulation of the
stochastic galactic dynamo model, we show that the qualitative behavior of the “empirical” stationary pdf of

the slow variable is accurately predicted by the stationary pdf of the reduced system.
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I. INTRODUCTION

Non-normal transient growth has attracted enormous at-
tention in recent years because of its importance for our un-
derstanding of the early stages of turbulence [1,2]. It explains
the subcritical transition to turbulence when the laminar flow
changes to a turbulent regime without linear instability [3].
The generation of large-scale magnetic fields of stars and
galaxies can also be understood in terms of non-normal
growth [4,5]. The crucial role of non-normality of the induc-
tion equation for a magnetic field has been emphasized in
Ref. [6].

Extensive investigations have been devoted to stochasti-
cally forced dynamical systems involving a non-normal op-
erator (see, for example, Refs. [7,8] and references therein).
The main reason for this is that these systems have an ex-
traordinary sensitivity to random perturbations. As a conse-
quence, there is a large amplification of the variances. Al-
though a great deal of progress has been made in this theory,
the results are restricted to a linear problem of the derivation
of equations for second moments. Our understanding of non-
linear stochastic systems with non-normality is much less
complete [10,11]. Numerical solutions for a two-variables
model have been obtained in Ref. [12]. It seems natural to
extend these results and study the global behavior of a non-
normal dynamical system analytically.

In Ref. [13] we found the criteria for the stochastic am-
plification of the magnetic field during the kinematic (linear)
stage only. The purpose of this paper is to analyze the non-
linear aQ) dynamo. We are concerned with a stochastic non-
normal dynamical system near bifurcation point when only
one “slow” variable is required to determine the global evo-
lution of a system with two variables. We intend to consider
a subcritical case and derive a closed stochastic differential
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equation for the slow variable by using a transformation of
variables and a technique of the adiabatic elimination
[14-16]. The aims are (i) to describe the magnetic field
growth as a stochastic process with multiple stationary states
(a first-order phase transition) and (ii) to show that an in-
crease in the intensity of the multiplicative noise might lead
to qualitative changes in the stationary probability density
function of the slow variable.

II. STATEMENT OF THE PROBLEM

We consider the nonlinear stochastic a{)-dynamo model

[11]

dB, — W,
== 5(Pa(Br’B(p)B(p_SQDﬁ(Br’Btp)Br-'- Vzo-r(Br7B¢) s
dt dt
dB ———dW
d_t(P =—-gB,—e¢g(B,,B,)B,+ \"2U¢(Br’B¢)E(E’ (1)

where B, and B, are the radial and azimuthal components of
the magnetic field and W,(r) and W(¢) are the uncorrelated
standard Wiener processes. The nonlinear functions
®4(B,,B,) and @g(B,,B,) describe the dynamo quenching
[9,11] and have the following properties: ¢,(0,0)
=@g(0,0)=1. The functions o,(B,,B,) and o,(B,,B,) are the
noise intensity parameters.

We assume that the system (1) has symmetric pairs of
fixed points, in addition to the origin (0,0) which is always
linearly stable. Since for the «{) dynamo, the differential
rotation dominates over the « effect, the parameters ¢ are &
are small, while g~ 1. This makes the linearized operator,
namely, the matrix
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highly non-normal [3]. Recall that in general an operator is
said to be non-normal if it does not commute with its adjoint
in the corresponding scalar product. This model involves a
non-normal stable linear part leading to transient growth. We
assume that for the system (1) without random terms only
small but finite initial perturbations can escape from the ba-
sin of attraction of the fixed point at the origin. The presence
of noise in the right hand side of Eq. (1) may lead to a
transition, even for zero initial conditions: B,(0)=0, B,(0)
=0. This is important since in a practical situation random
perturbations may often be what induce the subcritical mag-
netic field generation.
Let us first consider the deterministic dynamical system
(1) in a linear case. We can expand the RHS of Eq. (1) in a
Taylor series near equilibrium at B,=0,B,=0 to obtain

dB,

dt —-& —-96|| B,
F 4 A
4B -8 —ellB,

dt

The_ matrix of this system has two eigenvalues Aj=-¢
+Vgd,\y=—e—+g5 and two corresponding eigenvectors

h1={_lﬂ}, h2={l;}’ M:\/§<1. 4)

The characteristic feature of these linearized equations is that
for small w eigenvectors /; and h, are almost parallel. This
means that the linear system (3) is highly non-normal. In the
subcritical case (e >gd) although both eigenvalues, \; and
\,, are negative, non-normality may lead to a large transient
growth of B,(¢) prior to an eventual exponential decay [3,12].

III. TRANSFORMATION OF VARIABLES

Let us consider the dynamics of the system (1) along ei-
genvector h; in Eq. (4). Let us introduce scalar variables u(r)
and v(z) by using the eigenvectors as a basis [16]

{Br(t)]_{—uﬂ][u(t)] )
B(1) 1 1 ]Lv()

[or B,=u(v—u), B,=v+u]. Under the change of variables
[Eq. (5)], the nonlinear stochastic system (1) becomes

du 1 5 5 Y2 dw,

—=— - + -2 + + & —F

@t 2Iu[(ma UV + (gu” = 2mpp + my)u] &
2u dt’
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dv 1 Y2 aw,
—=—J(=2 _ _ 2 + 2 _ +L_’
Ul 2#«[( Mppt =M= gu)v + (gu” = mg)u] o di
1/2
aw,
+Z.‘D__‘£’ (6)
2 dt
where

o= 8 (o~ w0 +10), my= oo - u)v + 1),
Yo =20,((v —u),v +u).
(7)

In the linear approximation, the system (6) can be rewritten
in a simple diagonal form

Lon L= ®
ar " g T
Under the condition e—vg&<1 when |\, | <|\,|, the variable
u can be regarded as the slow variable and v as the “fast”
one. We can see from Eq. (6) that the stochastic term involv-

¥r=20,(u(v —u),v +u),

. AW, . . _ . .

ing - is proportional to ! (u<<1). This explains the sen-
sitivity of the nonlinear dynamical systems with a non-
normal transient growth to random perturbations. Since

. . . daw,
parameter u is small, the stochastic terms proportional to —*

can be neglected compared to dd—vf’. This is a very important
result for further analysis since the “weak” noise might in-
duce phase transitions in Eq. (6).

Now we are in a position to use the adiabatic elimination
procedure to derive a stochastic equation governing the slow
evolution of the variable u [14,17]. The projection of the
nonlinear system (6) onto the u axis can be obtained in two
steps. First, we set v=0 in all nonlinear functions. Second,
by setting dv/dt=0 we find from Eq. (6) that the “fast™ vari-
able v(r) follows the values of the slow variable u() as

(B2 aw,
Zm%,u, + mg +gu? dt’

0
gluz_ma

v =
Zm%,u + m(;+ g’

9)

where
0_ 0_ 0_
m,,=mg(u,0), mB—mB(u,O), v. = v{u,0).

This corresponds to the so-called “noisy” adiabatic elimina-
tion when the fast variable makes a contribution to the noise
term in the v equation [14]. Substitution of Eq. (9) into Eq.
(6) gives

d dW
b + 20 =, (10)
dt dt

where

_ 2pu(gmiy = (mp)?)
ZmOB,u + mg +gu’’

b(u)

11
] . (i
Vr

o(u)=—-
2 2moﬂﬂ+mg+gu2

and W(z) is the standard Wiener processes. Equation (10)
without the stochastic term, namely, du/dt=b(u), explains
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the subcritical transition. There exists a threshold value of u,
above which the solution grows [b(u) >0] and below which
it decays [b(u) <0]. The advantage of the new equation (10)
is that one can introduce the deterministic potential

U(u):—fub(z)dz. (12)
0

So, Eq. (10) can be rewritten in the form of a random walk in
a potential field U,

du W
&y 13
- ou ot dr (13)

It should be noted that one cannot identify the deterministic
potential for the dynamical system (1).

IV. STOCHASTIC POTENTIAL AND PROBABILITY
DENSITY FUNCTION FOR THE SLOW VARIABLE

The Fokker-Planck equation for the probability density
function (pdf) p(z,u) corresponding to the Stratonovich sto-
chastic differential equations (SDE) (10) is

<9_p _ J

1 &+
=" 5[ (b(u) + Efr'(u))P] + ﬁ[a(u)p]- (14)

The stationary solution to this equation can be written in
terms of the stochastic potential V(u),

V(u) ]

pulu) = Nexp|: o(u)

Vi) = — a’(u)( f EZ; - %m (T(u)) .

(15)

The stationary points of p(u) can be found from the equa-
tion dp,,/du=0 or

b(u) - —0 "(u)=0. (16)

It is clear that this equation is different from the equation
b(u)=0 determining the critical points of deterministic dy-
namical system du/dt=>b(u). It is also clear that V() is not
equal to the deterministic potential U(u) (12). The stationary
states of the deterministic system occur at the extrema of
U(u). Tt turns out that both the stochastic, V(u), and deter-
ministic, U(u), potentials are especially suited to analyze the
processes of subcritical instability.

Rather than attempting to investigate Eq.(10) for all pos-
sible dynamo quenching functions [9], we consider the glo-
bal dynamics for the stochastic dynamo problem in the par-
ticular case when [11]

moﬁ(u) _ e(1+u?)

0 _ -
ma(t) = 1+ ku® L+ (kg+ Du?’

(17)

This corresponds to the nonlinear functions of the form [9]
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(B B) 1 (B B) LB‘L
Pl B = kB2 P T g+ DB

(18)

where k, and kg are constants of order one.

Let us derive now an explicit expression for the “noisy
intensity” function o(u) in Eq. (10). We consider both mul-
tiplicative noise, dW,/dt, and additive noise, dW,/dt, for the
dynamo problem involving the functions (18). Recall that the
source of multiplicative noise is the random fluctuations of
the parameter & (random « effect) [13]

85— 5+ \20dW,/d1. (19)
Thus, the first equation in Eq. (1) can be written as follows:
2 ry
aB, OB, e(1+B,)B, 200y dW,
dt L+kB, 1+(kg+ DB, 1+kyy* di
m—dW,
+\V20,—, 20
=0 di (20)

where o is the multiplicative noise intensity and o is the
additive noise intensity [ 13]. If we combine the two indepen-
dent noises dW,/dt and dW,/dt into one, then Eq. (20) can
be rewritten in the form of the first equation of the system

(1),

dB, OB, e(1+B)B,
At 1+kBS 1+ (kg+ 1)B2
(21)
where we have introduced the noise intensity o(B,),
2
o,(B,) =0y 0. (22)

- e +
(1+k,B)>

One can see that this noise intensity is independent of B,.
The function o(«) in Eq. (10) can be found as follows. Sub-
stitution of Eq. (22) into Eq. (7) and taking v=0 give us
¥,=7v,u,0). From Eq. (11) one can get

()= ( — )2< . )
a= 2m0B(u),u + m(;(u) +gu’ 7 (1 + ku?)? T
(23)

Now we are in a position to discuss the effects of stochas-
tic perturbations on a non-normal dynamical system near the
bifurcation point in the subcritical case. First, let us consider
equation (10) without random perturbations. By using Egs.
(11) and (17), one can find the equation

2
8—5(1 + )21+ kg?) = [1+ (kg + D2 =0
8

determining nontrivial stationary points for the deterministic
equation du/dt=b(u). If we take £=0.1, 6=0.01, k,=kg=1,
then for g<<0.84 there exists only one stable equilibrium
point u=0. For 0.84 <<g<1 there are three stable and two
unstable points. For g>1 there are two stable nonzero equi-
librium points, and #=0 becomes unstable. For £=0.1,6
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FIG. 1. Deterministic potentials U(u) of u system (13) for the
different values g.

=0.01, the bifurcation value g=1 separates subcritical
(g<1) and supercritical (g>1) zones. In this paper we con-
sider only the subcritical case: 0.84<<g<1 for which |\|
< |\, (the criteria for the adiabatic elimination procedure).
Figure 1 shows how the deterministic potential U(u)
changes as the parameter g increases. The metastable behav-
ior arises when U(u) has three minima in the subcritical zone
as g varies from 0.84 to 1. Recall that a metastable state is
defined as a state at which the potential U(u) has a local
minimum but not an absolute minimum. It is well known
[14] that for additive noise with the intensity o the transition
time, 7, from a metastable state, u;, to a stable one, us,
depends strongly on the barrier height AU=U(u,)—U(u,),
where u, is the local maximum. One can estimate that T
~exp(AU/ o). Figure 1 shows that the barrier height, sepa-
rating the two minima, decreases as g increases up to 1.0f
course, the metastable state at u; =0 ceases to exist when g
=1. Let us mention that one can get an analytic expression
for the transition time 7 in the general case involving both
multiplicative and additive noises [14]. This is an advantage
of the u system (10) with an explicit expression for the po-
tential U(u)=—"b(z)dz over the dynamical system with two

\
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FIG. 2. Stochastic potentials V(u) of u system (13) for the dif-
ferent values of the multiplicative noise intensities o.
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FIG. 3. Probability density functions of the u system (solid) and
empiric probability density functions of the u-v-system (dotted) for
different values of the intensity of multiplicative noise o;: (a) o
=0, (b) oy=3 %107 and fixed values g=0.9, o,=107.

variables (1). It follows from the above discussion that in the
subcritical case, the generation of a large-scale magnetic
field can be regarded as a first-order phase transition.

Figure 2 shows the stochastic potential V(u) for different
values of the multiplicative noise intensity o (¢=0.9, o,
=107). It can be seen that for o;=107>, the potential V(i)
has the same shape as U(u), such that the stationary state
u,=0 can be regarded as a metastable state (local minimum).
Increasing parameter o leads to a qualitative change of the
stochastic potential: the metastable state u;=0 becomes a
stable one (o;=1073). This implies that the increase of the
multiplicative noise intensity o induces a stochastic stabili-
zation of the dynamical system at u;=0 in the long-time
limit. The latter can be interpreted as a noise-induced phase
transition [15].

By a numerical simulation of the dynamical system with
two variables (6) we obtain a stationary probability density
function for u, and compare it to the analytical results (15)
corresponding to reduced dynamics on the slow manifold
along eigenvector i (4). Figure 3 shows that the qualitative
behavior of the “empirical” stationary pdf of u corresponding
to the u-v-system (6) is accurately predicted by the stationary
pdf of the reduced u system.
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V. CONCLUSIONS

We have developed a methodology for obtaining a re-
duced description of the stochastic a{)-dynamo model near
the bifurcation point in the subcritical case. This allows us to
study analytically the effects of stochastic perturbations on a
non-normal system in terms of reduced dynamics on the
slow manifold instead of the full system. By using the trans-
formation of variables, we have identified a slow variable
that determines the global evolution of the non-normal
aQ)-dynamo system with two variables. We have applied an
adiabatic elimination procedure to derive a stochastic differ-
ential equation for the slow variable. We have shown that the
generation of a large-scale magnetic field can be regarded as
a first-order phase transition. We have derived the corre-
sponding Fokker-Planck equation and identify the stochastic
and deterministic potentials. We have also obtained the sta-
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tionary solution of the corresponding Fokker-Planck equa-
tion and showed that an increase in the intensity of the mul-
tiplicative noise leads to qualitative changes in the stationary
probability density function. By a numerical simulation of
stochastic differential equations, we have shown that the
qualitative behavior of the empirical stationary pdf of the
slow variable is accurately predicted by the stationary pdf of
the reduced system.
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