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Abstract. Segmentation is a core technology in medical image analysis, providing a route to tissue volume estimation that can be used in a wide range of applications, such as monitoring the progress of, or the effects of drug therapies on, tumour growth or the effects of atrophic diseases. In general, the more image information we can extract to use in segmentation, the more accurate the results will be. In previous work we have proposed a unified mathematical framework for incorporating local image gradient into feature-space based segmentation algorithms. In this paper we demonstrate, using simulated MR images of the normal brain, that the additional information present in the gradients can significantly improve segmentation accuracy.

1 Introduction

The physical processes underlying medical imaging equipment such as computed tomography (CT) and magnetic resonance imaging (MRI) result in the production of images in which the contrast between tissues is determined by their physical properties, such as X-ray attenuation or proton density. Accurate segmentation of images offers the opportunity to produce parametric images of tissue type (i.e. grey matter, white matter, tumour etc.) that are more relevant to clinical investigation. Once the images are segmented and tissue models obtained they can be used for extraction of tissue boundaries or quantitative estimation of volume.

One of the most significant artefacts associated with medical images in relation to segmentation accuracy is the partial volume (PV) effect, where image voxels contain a mixture of pure tissues. Such data cannot be analysed using a set of mutually exclusive, pure-tissue hypotheses; for example, [1] demonstrated that consistently misplacing the tissue boundaries in a segmentation of a 1mm isotropic MR brain image by a single voxel in each slice resulted in errors of approximately 30%, 40% and 60% on the estimated volumes of white matter, grey matter and cerebrospinal fluid (CSF) respectively. In common with most aspects of image segmentation, the development of probabilistic PV models for MR imaging can be tackled either in the image plane or in some feature space, most commonly the intensity histogram. The first approach was initiated by Choi et al. [2], assuming that the tissue mixing proportions varied smoothly across the image and introducing these spatial interactions using a Markov Random Field model. However, feature-space based approaches have a significant advantage in that they can be easily extended to utilise multi-dimensional data, simply by adding the intensities of additional images as extra dimensions of the feature space. This is particularly relevant in the case of MR imaging, where multiple images of the same subject with different contrast information for each tissue can be obtained using different pulse sequences. Additional features, such as local image gradient, can also be added to the feature space in the same way, further increasing the quantity of information available to the segmentation algorithm.

The development of feature-space based approaches to PV models for medical image segmentation was initiated by Santiago and Gage [3], based on the observation that the physics of the image formation processes in a wide variety of medical imaging modalities allows PV distributions for paired tissue combinations to be modelled as a simple, linear process [4]. Relative fractions of different tissues therefore contribute proportionately to the intensity in a given voxel. In previous work [5–9] we extended the density model proposed by Santiago and Gage to generate a unified mathematical framework incorporating both intensity and local image gradient, representing image intensities as vectors in a multi-dimensional feature space to allow simultaneous segmentation of multiple image volumes from the same subject. The parameters of the multi-dimensional probability density models are estimated using the Expectation-Maximisation (EM) algorithm. Bayes theory is then used to estimate the most probable proportions of each tissue within each voxel, rather than a hard classification to a single tissue type. In this paper we apply the proposed algorithm, both with and without the utilisation of local image gradients, to simulated MR images of the normal brain from Brainweb [10–13]. The results are compared to the tissue phantoms used to generate the simulated data, in order to quantitatively demonstrate the improvements in segmentation accuracy gained through the addition of gradient information to the feature space in segmentations of uni-spectral data.
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We define the multi-dimensional local image gradient as distributions convolved with Gaussians, which sum to reproduce a uniform distribution convolved with a Gaussian.

\[ g = \sum_{i=1}^{N} q_i M_i + \eta \quad \text{where} \quad \sum_{i=1}^{N} q_i = 1 \]

where \( M_i \) is the signal intensity of tissue \( i \), \( q_i \) is the volumetric proportion of tissue \( i \) in the voxel such that \( 0 < q_i < 1 \), \( N \) is the number of tissues, and \( \eta \) is some noise distribution. The second assumption made in the Santago and Gage approach is that all values of \( q_i \) are equally likely. Limiting consideration of partial voluming to pairs of tissues \( t \) and \( r \), the probability density distribution \( d_{tr+rt}(g) \) describing the intensities of PV voxels is therefore a uniform distribution linking the intensities \( M_t \) and \( M_r \) of the pure tissues, again convolved with some noise distribution. Assuming the noise to be Gaussian gives

\[
d_t(g) = \alpha_t e^{-\frac{1}{2}(g-M_t)^T C_t^{-1}(g-M_t)} \quad \text{and} \quad d_{tr+rt}(g) = \int_0^1 \beta_{tr+rt} e^{-\frac{1}{2}(g-M_{tr+rt})^T C_{tr+rt}^{-1}(g-M_{tr+rt})} dq_t
\]

where \( M_{tr+rt} = q_t M_t + (1-q_t) M_r \) is the expected intensity of a PV voxel containing a proportion \( q_t \) of tissue \( t \) and \( 1-q_t \) of tissue \( r \), \( C_{tr+rt} \) is the covariance matrix in PV voxels (estimated in the same way), \( C_t \) is the covariance matrix of tissue \( t \), and \( \alpha_t \) and \( \beta_{tr+rt} \) are constants that provide unit normalisation. In practice, we divide the PV distributions into two components \( d_t(g) \) and \( d_{tr}(g) \), each describing the volumetric contribution of one of the pure tissues to the PV voxels i.e. \( d_t(g) \) describes the contribution of tissue \( t \) to PV voxels also containing tissue \( r \). These are triangular distributions convolved with Gaussians, which sum to reproduce a uniform distribution convolved with a Gaussian.

We define the multi-dimensional local image gradient as

\[
s = \sqrt{\sum_{k=1}^{n} \left( \nabla_x I_k^2 + \nabla_y I_k^2 \right)} - \lambda
\]

where \( \nabla_x I_k \) is the local gradient of image \( I_k \) in the \( x \) direction, \( n \) is the number of image volumes in the data, \( \sigma \) is the standard deviation of the image noise and \( \lambda \) is a fit parameter. The \( z \) component, i.e. the gradient in the inter-slice direction, is deliberately omitted so that the algorithm can be applied to single slices as well as image volumes. The probability density distribution describing the gradient at each voxel \( \rho_n(s, g) \) must clearly be a function both of gradient and intensity. However, the algorithm can be considerably simplified if the explicit dependence on \( g \) is removed by using a power law dependent on an empirically determined shape parameter \( \gamma \)

\[
\rho_n(s, g) = \rho_n(s, a) = \frac{S^n}{a^{n+1}} \exp \left( -\frac{a^2}{2\sigma^2} \right) \quad \text{where} \quad a^2(q_t) = n(q_t a_t + (1-q_t) a_r)^2 + a_r^2 w(q_t) \sum_{k=1}^{n} \frac{(M_{kt} - M_{kr})^2}{\sigma_k^2}
\]

where \( a_t \) and \( a_r \) form a matrix of scale parameters for each pure tissue and PV component. The power law is based on a set of logical constraints: the first term in the equation for \( a \) establishes a linear baseline between the pure tissue intensities. The gradient distribution must meet these intensities as \( q_t \to 0 \) and \( q_t \to 1 \), must peak at \( q_t = 0.5 \), and must vary smoothly with \( q_t \) i.e. in the most general case the distributions must be elliptical. This dependency is introduced by defining \( w(q_t) = 1 - 4(q_t - 0.5)^2 \).

Having defined probability density distributions for the intensity and local gradient features, Bayes theory can be used to determine the most probable generation mechanism \( n \), either pure tissue or PV; for each voxel \( (g, s) \)

\[
P(n|g, s) = \frac{f_n d_n(g) \rho_n(s, g)}{f_0 + \sum_t f_t d_t(g) \rho_n(s, g) + \sum_{r} \sum_{r'} f_{tr} d_{tr}(g) \rho_{tr}(s, g)}
\]

The \( f_n \) are prior probabilities describing the frequency of occurrence of each mechanism; \( f_0 \) is an outlier class that can be used to account for pathological or other unmodeled data generation mechanisms. The parameters of the
distributions \((M_n, C_n, f_n, a_n)\) can then be obtained through fitting the distributions to the image data in feature space using the EM algorithm. The result is a set of probability maps showing the volumetric contribution of each pure tissue to each voxel. In addition, since the algorithm is designed to operate on images in which the formation process is linear (i.e. the intensity of each voxel is given by the sum of the signal intensities of the pure tissues it contains, weighted by their volumetric proportions) and the fitting process provides estimates of the mean intensities of each pure tissue, noise-free reconstructions of the original images can be produced by multiplying the volumetric maps for each tissue with the estimated mean intensity of that tissue and summing the results. This process can be utilised for evaluation purposes, since it produces a spatial representation of the model that has been fitted to the data, which can be compared directly to the original images using standard statistical techniques such as the \(\chi^2\) metric.

### 2.1 Evaluation Methodology

The 1.0mm slice thickness Brainweb phantoms were downloaded, and nine structure-rich slices (142 to 150 inclusive) from an area of the brain expected to show significant partial voluming were chosen for analysis. Only the tissues within the brain (i.e. cerebro-spinal fluid (CSF), grey matter (GM) and white matter (WM)) were considered: the glial matter class was treated as white matter. The phantoms were scaled to lie between 0 and 1, such that they represented the estimated tissue volumes within each voxel. The noise-free, inhomogeneity-free, 1.0mm slice thickness Brainweb simulations of T1-, T2- and PD-weighted images were then downloaded. Pure CSF, WM and GM voxels were identified manually and their intensities measured, scaled such that the highest intensity tissue had a value of 250 grey levels. The scaled phantoms were then multiplied by these values and summed. Finally, the summed images were blurred by convolution with a Gaussian kernel of \(\sigma = 0.8\) pixels in order to produce simulated MR images. This replicated the point spread function simulation included in Brainweb. The kernel size was determined by matching the edge gradients in the re-simulated images to those in the Brainweb simulated images.

A series of Monte-Carlo simulations was then performed, in which Gaussian noise was added to the simulated images at values were chosen to match the absolute values of the noise present in the Brainweb 3%, 5% and 7% noise simulations, taking account of the scaling applied, such that results derived using the re-simulated images can be directly compared to those derived on Brainweb simulated images. Example images and intensity histograms at 5% noise are shown in Fig.1. A Gaussian noise distribution was used here, in contrast to the Rician noise present in Brainweb simulations. However, this was justified since only WM, GM and CSF were considered, and in these tissues the signal-to-noise
Two performance metrics were applied to the results. First, PV maps of the CSF, GM and WM+glial tissues were produced, and binarized at the 0.5 level to produce tissue classifications (i.e. voxels were classified as the tissue comprising the majority of their volume). These were compared to the original phantoms, and the number of misclassified pixels was counted. Misclassification rate considers all tissues present in the images, and so provides a more easily interpretable measure of performance than alternatives such as the Dice coefficient, which only consider single tissues [14]. However, since the algorithm was designed to measure tissue volumes accurately, and the additional information provided by including gradient in the feature space is most relevant to estimating tissue proportions in PV voxels (since these occur at tissue boundaries i.e. high gradient locations), simple classification-based measures obscure much of the increased accuracy of segmentations performed using gradient terms in the tissue model. Therefore, a second performance metric was also applied. Noise-free estimates of the original images were produced as described above, and a $\chi^2$ metric was calculated by summing the squared differences between these and the original images, divided by the square of the added noise.

In order to provide a benchmark for the misclassification rate, the Bayes error was measured. This was done by measuring the number of voxels in each re-simulated image that were moved across the midpoints between pure tissue mean intensities by the Gaussian blurring and Gaussian noise addition, therefore representing the minimum number of misclassifications for a perfect fit of an intensity-only model (i.e. without using gradient information).

### 3 Results

Fig. 2 shows the misclassification rates produced by the segmentation algorithm, as percentages of the number of CSF, GM and WM voxels (i.e. ignoring voxels in the background). The Bayes errors for intensity-based segmentations of these images are also shown. When gradient terms are not used, the proposed segmentation algorithm achieves almost optimal misclassification rates. The difference is due to errors on the tissue model parameter estimation introduced by the presence of image noise. In the cases of the T1- and T2-weighted images, inclusion of gradient terms does not reduce the misclassification rates. However, in the PD-weighted images the pure tissue intensity distributions overlap to a considerable extent (see Fig.1), obscuring the PV distributions. The inclusion of gradient information in the tissue model disambiguates the pure tissue and PV distributions in this case, since PV voxels may have the same intensity as pure tissue voxels but will occur at tissue boundaries and so have higher gradients. This leads to an improvement in misclassification rates of around 2% when segmentation of the PD-weighted images is performed using gradient terms in the tissue model compared to when they are not used, exceeding the Bayes error rates for intensity-only segmentations. Fig. 2 also shows the $\chi^2$ between images reconstructed from the fitted tissue model and PV maps and the original image data. This is a more sensitive measure of algorithmic performance for the reasons outlined above.
Note that the absolute value of the $\chi^2$ measure contains little information (other than the fact that it is close to unity in all cases, as expected), since the EM algorithm optimises a correlate of $\chi^2$. However, relative values for segmentations with and without gradient terms can safely be compared, and demonstrate significant improvements in accuracy when gradients are used: the average improvement is 31.7%.

4 Conclusion

Segmentation algorithms form a core technology in medical image analysis, providing a route to tissue volume estimation that can be used in a wide range of circumstances, such as monitoring tumour volume changes or the progress of atrophic diseases, and measuring the effect of drug therapies on these processes. In the most general terms, it is clear that the more image information we can extract to use in segmentation, the more accurate the results will be. Increasing segmentation accuracy will therefore increase the statistical power available to measure volume change, potentially allowing size of subject groups in clinical trials to be reduced whilst retaining the same confidence limits on the conclusions.

The results presented here show that the inclusion of local gradient information in feature-space based segmentation algorithms can significantly improve the accuracy of segmentations. Since the high-gradient locations in images occur primarily at tissue boundaries, the gradient information is most relevant in PV voxels. Therefore, the improvements in accuracy are most marked in situations where PV distributions are obscured beneath overlapping pure tissue distributions. Gradient information disambiguates the pure tissue and PV data generation mechanisms in such circumstances, significantly increasing the accuracy of the segmentation result. The results also demonstrate the drawbacks of using voxel classification measures in segmentation evaluation: such measures ignore the majority of any error on the estimation of tissue proportions in PV voxels.
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