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Abstract— The road traffic scenarios with autonomous ve-
hicles pose many challenges when automating the behaviour
of Autonomous Vehicles (AVs) to obey road traffic rules. Is it
possible to assure that a given AV will always respect the road
traffic rules? More challenging, is it always the case that the
vehicle is supposed to actually respect such rules? How about
those scenarios where a driver needs to break some rule to
avoid potential harm to a road user? That is the reason we
need to further study the behaviour of autonomous driving in
a road traffic environment. With this in mind, we use intelligent
agents to model the behaviour of an AV and add an additional
ethical agent. These agents belong to an architecture, where a
HITL (Human In The Loop) is also present. The HITL must be
ready to retake the vehicle control in complex scenarios. In this
paper, we introduce these elements and also describe two simple
examples. In further work, we shall implement our architecture
using a BDI agent programming language that gives support
to the formal verification of desired properties.

I. INTRODUCTION
Autonomous systems are widely used in different scenar-

ios, e.g. robotic systems, autonomous aircraft, underwater
vehicles, Autonomous Vehicles (AVs). And intelligent agents
can be properly used to model the high-level decisions
on such autonomous systems [1]. In many cases, these
intelligent systems shall act in accordance with some set of
rules, principles or guidelines issued by some authority such
as a Certification Agency. These are intended to ensure the
systems will operate in the “right” way. But, it is not enough
to know the system will act “correctly”, it is also necessary
to assure that even in complex and dynamic scenarios the
system will be able to handle ethical issues. Indeed as
noted by Nallur [2], human society will likely only trust
autonomous systems if it is known to have a set of moral
(ethical) principles that guide and constrain its behaviour (cf.
[3]).

That is the sort of problem that is tackled in [4]. The au-
thors have presented a formal verification of ethical decision-
making within autonomous systems controlling autonomous
aircraft. The autonomous system is modelled as an agent
that has the so-called Rules of the Air programmed in. The
agent is supposed to select the most ethical plan (available)
according to a set of ethical requirements that are designed
to preserve human life, no matter what the Rules of the Air
may represent.

1Federal University of Technology—Parana (UTFPR), Ponta Grossa
84017-220, PR, Brazil gleifer@utfpr.edu.br

2Department of Computer Science, University of Manch-
ester, Manchester M13 9PL, UK {louise.dennis,
michael.fisher}@manchester.ac.uk

3 Dennis and Fisher’s work was funded by EPSRC Grant EP/V026801/1
Trustworthy Autonomous Systems Verifiability Node.

The design of Autonomous Vehicles (AVs) includes sev-
eral stages like sensing the environment, communication,
object detection, and many concerns related to regulations,
security, liability, safety, etc. The safety of an AV is related to
different aspects such as collision avoidance, road user safety,
transparency (considering decisions and actions taken by the
AV), the proper use of road traffic rules, etc. Notice that
transparency of autonomous systems is a required feature that
enables levels of certification to the operation of autonomous
systems [5]. Therefore, to assure the safety behaviour of
an AV, the system should have (among other capabilities)
transparency, meanwhile, transparency is also one of the key
issues to determine the ethical behaviour of an autonomous
system [5].

As outlined by Prakken [6] and Alves et al. [1], the
design of AVs should include the proper deployment of
the road traffic rules. In [7], an agent-based architecture is
presented, where a subset of road junction rules is modelled,
implemented, and formally verified using model checking
techniques. With this, an AV can have its behaviour verified
against road traffic rules and we can shed a light on the
question: Can an AV equipped with traffic rules drive safely
on the roads? But, as previously mentioned, we still need to
guarantee the AV will abide by not only the traffic rules but
also some ethical guidelines to obtain the necessary level
of trust for the stakeholders. Therefore, we aim to add an
extra layer (an ethical one) to the previously mentioned
architecture, so that the AV behaviour on the roads, when
using the traffic rules can be verified considering a set of
ethical principles. Specifically, we will create an ethical
agent to work along the AV-agent already existent in the
architecture deployed by Alves et al. [7].

Moor [8] defines four types of artificial moral agents:
agents with ethical impact, implicit ethical, explicit ethical
and full ethical agents. In [9], a clear distinction between
implicit and explicit agents is described, where the former
has been programmed to behave ethically without an explicit
representation of ethical principles, while the latter uses
ethical principles and operates on the basis of this knowl-
edge. When building an ethical system there are different
approaches, e.g. top-down and bottom-up (cf. [10]). Recently,
in [11] the authors have outlined two additional approaches:
i. a governor module style ethical system and ii. a global
ethical system, in the former ethics is placed in a sub-system
or constrains the actions of the rest of the system, while
in the latter the ethical reasoning is involved in all system
reasoning, where all decisions are considered ethical.

In our work, we choose to use an explicit agent and a



governor module style ethical system, since the ethical agent
has its ethical guidelines explicitly defined and the agent
is the only component of our architecture responsible for
the ethical reasoning and decisions but uses its reasoning to
constrain the actions of the rest of the system.

An ethical system usually has a moral theory to guide
its ethical decisions. There are different ethical theories for
agents such as virtue, deontological and consequentialist
theories [10]. Considering the latter, perhaps the most used
type is the utilitarianism theory, where the morally right
action is the one that follows the rule that is deemed to
produce the most favourable balance between good over bad.
By using utilitarianism we can define utilities to examine
how much good an action does. In our approach, we shall
use an ethical agent based on utilitarianism since such theory
seems a suitable moral theory to abstract the consequences
related to the application of traffic rules. Specifically, we
define a set of utility functions to capture different situations
that may take place in a given road traffic scenario. The
utility functions results can be compared so that the ethical
agent selects the maximise utility.

In this work, we intend to extend the results previously
described in [7] in a way that support for ethical decisions is
properly addressed. Besides, the ethical agent, we also con-
sider the presence of a Human-in-the-loop (HITL). We take
as our starting point the work in [4], but consider the Rules
of the Road, instead of the Rules of the Air. It is expected
that our ethical agent can be able to verify the decisions and
behaviour of an AV-agent on a road traffic environment. The
architecture proposed here can be seen as an extension to
the architecture defined by Alves et al. [7], where there are
two agents: AV-agent and ethical agent, which interact within
an urban traffic environment through sensors and actuators.
With sensors the agents should perceive the environment,
e.g., sensing a red traffic light and with actuators, the agents
will act in the environment, e.g., stopping the car at a red
traffic light. The ethical agent is responsible for sensing
the environment and send recommendations to the AV-agent
(based on the ethical principles programmed into the ethical
agent), which may reflect on the decisions and behaviour of
the AV-agent. Our work explicitly includes the HITL since
the ethical agent, in the case of a complex scenario or an
ethical dilemma, where it is advisable that only a human
may decide what to do, must warn the HITL and proceed
with a handover routine.

The remainder of this paper is organised as follows.
Section II presents the ethical agent definition and the
corresponding proposed architecture, including the set of
utilities that shall be used by the ethical agent. Next, Section
III describes the communication between the agents and the
ethical reasoning. Section IV illustrates two simple examples.
And Section V points out our final remarks.

II. ETHICAL AGENT

In this section, we present the details of our ethical agent
proposal including the architecture, principle, utilities and
definition.

Fig. 1 shows the so-called Ethical Agent Architecture
(EAA) which presents the following elements:

• Urban Traffic Environment: includes the agents and
artifacts (e.g., stop sign, pedestrian, traffic light).

• AV-agent: models the AVs behaviour, which can obtain
percepts with its the sensors and act in the environment
via actuators (e.g., hit the brakes, turn left, stop the
car). NB: we consider the AV-agent is based on the
one implemented in [7].

• Ethical agent: responsible for monitoring the environ-
ment and the AV-agent. With this, this agent does
the ethical reasoning and send recommendations or
warnings to the AV-agent or the HITL.

• Human in the Loop (HITL): models the human driver
which can communicate with the AV-agent and the
ethical agent.

Fig. 1. Ethical Agent Architecture (EAA)

Notice we choose to split up the kind of reasoning into
two agents: AV-agent and ethical agent. So that the ethical
reasoning is executed by a specific agent and not mixed up
with the agent responsible to model the AV behaviour. With
this modular approach, we intend at some point to extend
the EAA architecture to support multiple AV-agents.

A. Principles and Utilities

As mentioned earlier, the deployment of AVs is related
to regulations, safety, security, liability, etc. That is why, the
German government has established a national ethics com-
mittee for AVs. This committee has composed a document
with the German Ethics Code for the deployment of AVs
[12]. The document presents 20 Ethical Guidelines (EG).
Here we (partial) quote some of the guidelines which are
used as references to determine the utilities functions for
our ethical agent. EG 1: says to improve safety for all road
users; EG 2: mentions that protection of individuals takes
precedence overall, it also tells the need to reduce the level
of harm; EG 5: AVs should prevent accidents wherever this
is practically possible; EG 7: in hazardous situations that
prove to be unavoidable, protection of human life enjoys
top priority; EG 8: genuine dilemmatic situations (human
life decision), where the behaviour is unpredictable, can not
be programmed such that they are ethically unquestionable.
Technological systems are designed to avoid accidents . . .



but they can not replace or anticipate the decisions of a
responsible driver with the moral capacity to make correct
judgements. Yet in this guideline, it is mentioned that it
would be desirable to have for regulation an independent
public sector agency. EG 9: in unavoidable accidents . . .
any (biased) distinction . . . is strictly prohibited. EG 19:
in emergencies, the vehicle must autonomously enter into
a “safe condition” (handover routines), i.e., when it is
necessary to leave the autonomous mode.

Notice that EG 1, 2, 5, and 7 are used as a basis to
determine the utilities functions, while EG 8, 9, and 19 are
related to the EAA (previously seen in Fig. 1).

Definition 2.1 (Utilities): An ethical agent has a set (Utl)
of n ethical utilities:

Utl = {u1, u2, . . . , un}
where n ≥ 0 and each ui is an element from Utl

determined by the application of a single utility function,
as follows:

1) ru safe= 10 (the road users are safe).
2) av pass safe= 10 (the passengers in the AV are

safe).
3) av respects rule= 9 (the AV-agent has respected

the traffic rules).
4) av damage= −1 (there is a minor damage in the

AV).
5) traffic env damage= −2 (there is a minor dam-

age in some object existent the traffic environment, e.g.
a traffic sign was broken).

NB: a given Utl set is established to a certain road traffic
scenario when a new scenario is generated, a new Utl set is
also obtained, and the previous utility values are dismissed.

B. Definition

As it follows, we give the definition for the ethical agent.
Definition 2.2 (Ethical Agent): An ethical agent (EA) is

given by the tuple:
EA := (Ute, Be, Rr, Pl, Act, Utl)

where,
• Ute is the Urban Traffic Environment where the agents

are placed; the environment has artifacts related to road
traffic scenarios, as for example: stop sign, pedestrian,
traffic light, cross walk, etc.

• Be is a set of Beliefs from the agent; there are two kinds
of beliefs: Ethical Beliefs and Road Traffic Beliefs. An
example of the former is noHarmRoadUser, i.e. the
agent believes there is no possible harm to the road user,
whereas an example of the latter is greenLightOn,
i.e. the agent believes the green light (from the traffic
light) is on.

• Rr stands for a set of Road Rules which are pro-
grammed into the agent to give the necessary knowledge
on the road traffic rules.

• Pl is a set of Plans that are triggered every time the
ethical agent is supposed to act and send recommenda-
tions.

• Act is a set of Actions available to the agent.

• Utl is a set of Utilities functions that are calculated by
the agent according to Def. 2.1.

NB1: for each plan belonging to Pl, there is a correspond-
ing ui element that belongs to the Utl set. So that, the ethical
agent will select the plan according to the respective values
from the ethical utilities. E.g., a plan p1 has u1 = 10, while
a plan p2 has u2 = 9, so u1 > u2 and p1 will be selected
by the ethical agent as a recommendation.

NB2: when the obtained ethical utilities are the same, i.e.
u1 = u2, there is uncertainty. As a consequence, a handover
manoeuvre to the HITL is engaged, cf. subsection III-B and
example 1 (at section IV).

III. ETHICAL REASONING

A. Communication

According to the EAA the ethical agent communicates to
the AV-agent and the HITL. We define the corresponding
Ethical Communication Protocol (ECP) which in general is
used to transmit recommendations on ethical issues.

Definition 3.1 (Ethical Communication Protocol): the
ECP is given by the following tuple:

ECP := (Sender,Receiver, Envpos, Act, Utl)
where,
• Sender: the agent who is sending the message.
• Receiver: the agent who is receiving the message.
• Envpos defines the position in the Urban Traffic En-

vironment related to the actions included the message,
e.g. at 1st road junction.

• Act: the set of actions which is being recommended by
the Sender.

• Utl: the set of utilities which has been used by the
Sender.

B. Reasoning

The agents presented in the Ethical Architecture (see
Fig. 1) can communicate each other, while the ethical agent
is responsible for performing some sort of ethical reasoning,
these elements are illustrated in Figures 2 and 3, which
respectively describe the reasoning for the ethical agent and
AV-agent.

Fig. 2. Ethical agent reasoning and communication



The reasoning flow for the ethical agent can be sum-
marised as follows:

1) The ethical agent selects plans and utilities according
to its set of Beliefs, environment percepts and the
embedded Rules of the Road.

2) When a given plan and utility are selected it will trigger
some recommendation.

3) Next, there is a first query (Q1), where it should be
checked by comparing two utilities functions, if there
is a maximised function.

a) If so, then a recommendation will be send to the
AV-agent.

b) Otherwise, a second query (Q2) is executed to
check whether the ethical agent should try an-
other plan or send a warning warning message to
the HITL.
NB: this warning message is a recommendation
and should also be sent to the AV-agent, because
it will trigger a handover manoeuvre from the
AV-agent to the HITL.

Fig. 3. AV-agent reasoning and communication

The reasoning flow for the AV-agent can be summarised
as follows:

1) The AV-agent receives some recommendation from the
ethical agent and should process the received message,
checking each field according to the message structure
(see Def 3.1).

2) Next, there is a query (Q3) for the AV-agent, where
it should decide whether or not to accept the received
recommendation.

3) If AV-agent chooses to accept. The suggested actions
are performed and the reasoning flow is done.

4) Otherwise, an additional query (Q4) is prompted where
the AV-agent may request further information for the
ethical agent.

a) If AV-agent decides to ask for more information,
then a message is sent to the ethical agent.
And the agent will eventually returns to step 1
as soon as it receives a new message from the
ethical agent.
Example: AV-agent may ask ethical
agent using the following message:
ECP(AV,ET,RJ-1,?,?)

symbol ? means the Sender is asking to the
Receiver for a different set of actions and utilities,
respectively. This is possible because the ethical
agent selects a plan according to the utility func-
tions. So, probably the ethical agent has a set
of candidate plans. And the AV-agent agent may
ask for a given action and utility function that has
not been selected by the ethical agent. This can be
helpful for the reasoning process of the AV-agent.
Perhaps, the AV-agent may select another plan
that would override the initial recommendation
sent by the ethical agent. The AV-agent may
also request additional information, because the
recommendation (sent by the ethical agent) may
lead the AV-agent to a conflict situation, for
example, in this case the plan override can be
a suitable solution.

b) Otherwise, the AV-agent chooses to completely
dismiss the recommendation sent by the ethical
agent and the reasoning flow is ended.

5) Moreover, the AV-agent has the plan selection stage
which is connected to the beliefs, the percepts (re-
ceived from the environment) and the set of road traffic
rules (the rules of the road).

The plan selection stage is directly connected to the recom-
mendation process, since a new recommendation may trigger
a different plan for the agent. Besides, the trigger of plan has
consequences in query (Q3), where a given knowledge may
lead the agent to accept or not a recommendation.

NB: the AV-agent previously implemented in [7] has only
the stages mentioned on item 5 (above). Thus, we will need
to extend this agent with a communication capability (with
the ethical agent) and a recommendation process stage.

IV. EXAMPLE

Here, we describe two simple examples to show how our
system is supposed to work according to the reasoning and
communication mechanisms.

In these examples, we assume the existence of the follow-
ing elements:

• Two agents: AV-agent and ethical agent (ET), which are
placed on an Urban Traffic Environment.

• The HITL.
• The scenarios present a road junction with a car (the

AV-agent) and a pedestrian (or a road user).
• Also the agents are programmed with the set of road

traffic rules.
• Example 1:
<ET perceives the Green Light at
RJ-1; Pedestrian in a hurry crossing;
Car behind>
<ET selects two plans and
the corresponding utility functions>
<u_i = 10>; <u_j = 10>
<ET sends a recommendation to HITL>
ECP(ET, HITL, RJ-1, {handover manouervre,



retake control}, {u_i, u_j})

In the first example both utility functions (ui and uj) have
the same value (10), which correspond to plans where the
road user should be safe and also the AV passenger. Thus,
the ethical agent faces a dilemma and should warn the HITL.

• Example 2:
<ET perceives the Green Light at
RJ-2; Pedestrian in a hurry crossing>
<ET selects two plans and
the corresponding utility functions>
<u_i = 10>; <u_j = 9>
<ET sends a recommendation to AV>
ECP(ET, AV, RJ-2, {hit the brakes},
{u_i})

The second example illustrated a similar situation (con-
sidering example 1). However, at road junction 2 (RJ-2)
there is only a pedestrian in a hurry, there is no car behind
the AV-agent. So, the selected utility functions (ui and uj)
have different values (resp. 10 and 9), which correspond to
the utility where the road user should be safe and to the
case where the AV-agent has respected the traffic rule. Since,
ui ≥ uj , then ui is selected and the ethical agent sends a
recommendation to the AV, which is to hit the brakes to
assure the road user safety. Notice that by accepting this
recommendation, the AV-agent will not cross the junction
with the green light, i.e. it will not respect a traffic rule.

V. CONCLUSION

In this paper, we have presented an agent-based architec-
ture, which has an ethical agent as the main element. This
agent is explicit and uses a utilitarianism approach to deter-
mine utility functions that help to establish ethical guidelines.
These guidelines are mainly designed to guarantee the safety
of road users. The ethical agent is responsible for monitoring
the road junction environment and an AV-agent. According to
the obtained perceptions, the ethical agent uses its reasoning
process to trigger recommendations that are sent to the AV-
agent and/or to the HITL.

Our following step will be the implementation of the
Ethical Agent Architecture, where we intend to connect
the ethical agent module into the agent-based architecture
previously developed by Alves et al. [7]. For that, we will
use GWENDOLEN agent programming language [13] and
MCAPL framework [14]. With this, we will be able to
specify formal properties using linear temporal logic and run
the model checker AJPF to verify these properties. We aim to
specify properties that represent the behaviour and decisions
taken by the agents. For example, is it always the case
that when the ethical agent sends a given recommendation
r1, then r1 leads to scenarios where a given road user is
safe? Apart from that, we will also enable that our ethical
agent monitors the decisions taken by the AV-agent, which
correspond to the use of road traffic rules, since the AV-agent
implemented in [7] makes use of such rules.

Moreover, we aim to extend our EAA architecture (pre-
sented in Fig. 1) to a multi-agent approach, where an ethical

agent can monitor two or more AV-agents. That is why the
EAA architecture splits the sort of reasoning executed by the
agents, i.e. the ethical reasoning and the autonomous driving
functions based on the road traffic rules. Notice that a multi-
agent architecture will bring some challenges to overcome,
such as how to solve possible conflicts that arise between
different recommendations sent from the ethical agent to
different AV-agents in the same road junction environment.
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