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Wafer fabrication (WF) is the most expensive and complex process in semiconductor production, which critically
impacts overall manufacturing costs and semiconductor delivery times. This paper considers a common multi-
resource constrained re-entrant hybrid flow shop scheduling problem (MRCRHFSP) in WF. The mixed-integer
programming (MIP) model of the MRCRHEFSP is established for the first time to minimize the makespan, and
a novel spatial decomposition-based iterated greedy (SDIG) algorithm is proposed to address it. In the SDIG, the
decoding strategy is developed to attempt to obtain a compact scheduling solution corresponding to each in-
dividual. Meanwhile, the new spatial decomposition (SD) method is designed to reasonably decompose the so-
lution space into a series of subspaces. Furthermore, the construction-based exploration is devised to guide the
search to the promising regions in each subspace, and then the two-stage deep exploitation utilizing the prob-
lem’s properties and the reset strategy are developed to execute in-depth and fast exploitation from these
promising regions. The test results show that the proposed SDIG has better performance than the state-of-the-art
algorithms.

1. Introduction divided into two categories: the first type models the common shop

configurations in wafer fabrication as reentrant hybrid flow shop

The semiconductor manufacturing industry is a pillar of the national
economy and a crucial sector in the development of information tech-
nology. With the rapid development of artificial intelligence, the de-
mand for semiconductors has exploded worldwide (Bang & Kim, 2011;
Y. F. Lee et al., 2009). In this context, companies with high productivity,
high efficiency, and high quality will gain the initiative in fierce inter-
national competition. As wafer fabrication is the most complex and cost-
intensive stage of semiconductor production, involving various intricate
processes such as photolithography, etching, and deposition (Y. H. Lee &
Lee, 2022; Monch et al., 2018). Therefore, scheduling optimization at
this stage is of significant practical importance for enhancing the effi-
ciency and capacity of the entire semiconductor manufacturing system.

In recent years, the modeling of wafer fabrication systems has been

scheduling problems (Dong & Ye, 2019; Hekmatfar et al., 2011; Jain
et al., 2003). The second category simplifies the entire wafer fabrication
process by defining the photolithography stage as the bottleneck stage
and other stages as non-bottleneck stages. The total processing time of
jobs in non-bottleneck stages is simplified into a fixed travel time, while
the bottleneck stage is modeled as a multi-resource constrained parallel
machine scheduling problem with sequence-dependent setup times (Kim
& Lee, 2016; Y. H. Lee & Lee, 2022). Both categories have certain lim-
itations: The first category lacks consideration for the special charac-
teristics of the photolithography stage, while the second category
oversimplifies the production configurations of non-photolithography
stages. Therefore, we combined the characteristics of these two cate-
gories to establish a mathematical model for the multi-resource
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constrained reentrant hybrid flow shop scheduling problem
(MRCRHFSP) to more accurately describe the production configurations
of wafer fabrication workshops. Since the reentrant hybrid flow shop
scheduling problem (RHFSP) has been proven to be NP-hard, and
MRCRHFSP can be reduced to RHFSP, MRCRHFSP is also NP-hard.
Hence, research on modeling and solving MRCRHFSP has significant
theoretical value.

Due to the NP-hard nature of MRCRHFSP, traditional mathematical
programming and heuristic methods struggle to balance solution quality
and computational efficiency. To address these limitations, we propose a
novel metaheuristic algorithm called the Space Decomposition-based
Iterative Greedy (SDIG) algorithm for solving the problem. For
MRCRHFSP, the solution space resembles a “big valley” terrain, con-
taining numerous valleys of varying depths, with high-quality solutions
of diverse structures located in different valleys. Therefore, we intro-
duced a space decomposition (SD) method in SDIG that combines Uni-
form Manifold Approximation and Projection (UMAP) with k-means
clustering to identify and leverage the valley structures in the solution
space. This guides the algorithm to perform parallel exploration of
multiple subspaces (valleys) and discover promising regions within
them. Proper use of the SD method can avoid premature convergence
caused by single or similar initial solutions in traditional iterative greedy
(IG) algorithms (Chen et al., 2021), reducing the risk of getting stuck in
local optima in a short time and improving solution diversity and
quality. Furthermore, inspired by recent studies on critical path neigh-
borhood search (H. Ding & Gu, 2020; He et al., 2023) and speed-up
evaluation mechanisms for insert neighborhoods (Fernandez-Viagas,
2022; Taillard, 1990), as well as the research gap in MRCRHFSP, we
propose the critical path theory and speed-up evaluation method for
MRCRHFSP, and based on this, we design a two-stage deep exploitation
approach to enable in-depth and rapid search of promising regions in
subspaces. The effectiveness of the SDIG is validated through simulation
experiments and algorithm comparisons. The main contributions of this
paper are as follows:

1. The mixed-integer programming (MIP) model of the MRCRHFSP in
wafer fabrication is established for the first time. The decoding
strategy considering problem characteristics is developed to try to
find a compact scheduling solution corresponding to each individual,
ensuring that a smaller fitness value (i.e., the makespan) can be
obtained for each individual with a higher probability.

2. The new spatial decomposition (SD) method is designed to perceive
the MRCRHFSP’s landscape over solution space and decompose the
solution space into a series of subspaces. This method uses the UMAP
technique to project all individuals in the population from high-
dimensional space to low-dimensional space, and then performs
the k-means clustering technique on these projected individuals to
reasonably obtain several subspaces with certain differences.

3. Considering that the actual landscape over each subspace is different
(e.g., flat or rugged), a novel search algorithm, i.e., the proposed
SDIG, including the construction-based exploration on the job se-
quences as well as the two-stage deep exploitation on the operation
sequences and their corresponding scheduling solutions, is devel-
oped to independently execute both broad and in-depth search in
each subspace. This parallel multi-modal search can achieve a good
balance between exploration and exploitation.

The remainder of this paper is orgized as follows: Section 2 reviews
the relevant literature. Section 3 introduces the practical production
background of MRCRHFSP and its MIP model. Section 4 presents the
theoretical contributions based on the properties of the MRCRHFSP.
Section 5 details the SDIG algorithm designed in this study. Section 6
provides extensive experimental results and discussions. Section 7
summarizes the coanntributions of the entire paper. The appendix pre-
sents a concrete example of MRCRHFSP and detailed proof of the
theoretical contributions.
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2. Literature review
2.1. Wafer fabrication scheduling problems

Wafer fabrication, as a technology-intensive stage in the semi-
conductor supply chain, can significantly impact the overall supply
chain’s throughput, cycle time, and responsiveness (Cakici & Mason,
2007). Therefore, researchers have developed various realistic mathe-
matical models to approximate scheduling problems in wafer fabrication
and designed effective algorithms to solve them.

Kong et al. (2024) developed a two-stage collaborative green
scheduling model for the photolithography and etching stages in wafer
fabrication. In this model, the photolithography stage is represented by
parallel machines, and the etching stage is represented by batch pro-
cessors, with considerations for waiting time and capacity constraints.
To address this problem, they proposed a metaheuristic algorithm
combining a hybrid genetic algorithm with the LPPT-cutting rule. For
the photolithography bottleneck stage in wafer fabrication, Ghaedy-
Heidary et al. (2024) developed a stochastic flexible job shop scheduling
model considering machine processing capabilities, machine specificity,
and mask constraints. C.-Y. Lee et al. (2023) proposed a mathematical
model for unrelated parallel machine scheduling problems, while Bitar
et al. (2016) constructed a mathematical model for unrelated parallel
machine scheduling problems with dual resource constraints and
sequence-dependent setup times. C.-T. Huang et al. (2025) modeled the
wafer fabrication process as a parallel machine scheduling problem with
sequence-dependent setup times. This model assumes that all stages of
the wafer fabrication process can be completed on specific machines,
and there are sequence-dependent setup times between different wafer
products. To solve this problem, they proposed a data-driven multi-
objective composite scheduling rule combined with NSGA-II. Yeong-Dae
Kim et al. (2001) modeled the wafer production process as a hybrid flow
line batch scheduling problem. In this model, multiple identical parallel
machines form batch processing workstations, and wafer batches are
processed sequentially through these workstations to produce the final
wafer products. Their primary focus was on batch division and batch
sequencing, for which they proposed three effective scheduling rules for
solution and comparison. Dong & Ye (2019) developed a distributed
reentrant hybrid flow shop model to describe production scheduling
problems in wafer fabrication under a distributed manufacturing
context and proposed an improved grey wolf algorithm for solving it. Y.
H. Lee & Lee (2022) simplified the non-bottleneck stages in wafer
fabrication by reducing the processing times of different wafer jobs at
these stages into distinct travel times. The bottleneck stage (photoli-
thography stage) was modeled as an identical parallel machine sched-
uling problem with sequence-dependent setup times. To address this
problem, they proposed an end-to-end deep reinforcement learning al-
gorithm for solution.

Based on the literature review, the existing models for scheduling
problems in wafer fabrication have two main limitations: (1) Some re-
searchers focus solely on a few specific production stages in wafer
fabrication, particularly the photolithography bottleneck stage, often
oversimplifying or even neglecting the production configurations of
non-bottleneck stages. (2) Other researchers take a macro-level
approach to address all production stages while overlooking the
resource constraints specific to bottleneck stages. In reality, there is a
significant interdependency between bottleneck and non-bottleneck
stages. Bottleneck stages must be scheduled based on the completion
times of jobs in non-bottleneck stages to avoid excessive job blocking.
Similarly, non-bottleneck stages need to schedule jobs according to their
release times from bottleneck stages to prevent excessive machine
idleness. Both factors significantly impact the efficiency and respon-
siveness of wafer fabrication. Therefore, we combined the characteris-
tics of existing scheduling models and developed a mathematical model
for the reentrant hybrid flow shop scheduling problem that incorporates
mask resource constraints, sequence-dependent setup times, and
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bottleneck stages, that is, the MIP model of MRCRHFSP, and design an
effective algorithm to solve it.

2.2. Dimension reduction visualization methods

Nonlinear dimensionality reduction visualization techniques provide
researchers with intuitive insights into high-dimensional data, helping
to reveal relationships and trends (Grebennik et al., 2023). For example,
Liu et al. (2021) used t-distributed Stochastic Neighbor Embedding (t-
SNE) to analyze groundwater geochemistry data. Hozumi et al. (2021)
used UMAP and K-means clustering to analyze large-scale SARS-CoV-2
mutation datasets. Ding et al. (n.d) applied ISOMAP for dimensionality
reduction and classification of hyperspectral images. Additionally, some
researchers have used dimensionality reduction visualization techniques
to display the distribution and evolutionary process of individuals in the
solution space when solving various COPs. Lutton et al. (2012)
employed the ScatterDice visualization tool to map all solutions gener-
ated by intelligent optimization algorithms onto a two-dimensional
plane, analyzing the algorithms’ search capabilities. Jornod et al.
(2015) developed an open-source tool called SwarmViz for particle
swarm optimization algorithms. This tool uses the Sammon mapping
method to visualize and monitor the evolution direction of the particle
swarm algorithm. Collins (2003) used principal component analysis
(PCA) to develop a genetic algorithm visualization tool called Gonzo.
Grebennik et al. (2023) utilized t-SNE to visualize permutation solutions
in COPs, illustrating 5,040 solutions produced during the evolution of
the algorithm for the traveling salesman problem (TSP) in the form of a
heatmap on a two-dimensional plane. Michalak (2019) extended the t-
SNE method to design a technique called Low-Dimensional Euclidean
Embedding (LDEE), which visualizes combinatorial search spaces in
two-dimensional Euclidean space, providing examples of visualizing all
solutions generated by population-based intelligent optimization algo-
rithms during their evolution when solving the four peaks problem, the
firefighter problem, the knapsack problem, the quadratic assignment
problem, and the TSP.

The above literature shows that current dimensionality reduction
visualization techniques have only been used by some researchers to
depict the evolutionary process of intelligent optimization algorithms,
but they lack guidance on directing the search directions of these al-
gorithms at the solution space level. To address this, we designed the
new SD method in SDIG. This method employs UMAP, which is
computationally efficient and adaptive to non-uniform data densities
(Mclnnes et al., 2020), to perform dimensionality reduction on in-
dividuals from the initial population. Then, K-means clustering is
applied to the reduced-dimension individuals to decompose the
MRCRHFSP solution space (Fahim et al. 2006), guiding the algorithm to
further explore and exploit different subspaces. Thus, the emergence of
SDIG fills this research gap and provides a new perspective for the design
of intelligent optimization algorithms.

2.3. Iterated greedy algorithm

The iterated greedy (IG) algorithm, known for its simple structure
and strong embedding capabilities, was successfully applied to the set
covering problem as early as 1995 (Jacobs & Brusco, 1995). In 2007,
Ruiz & Stiitzle. (2007a) first employed the IG algorithm to solve flow
shop scheduling problems, demonstrating exceptional performance.
Since then, the IG algorithm has been improved by numerous re-
searchers and applied to various scheduling problems.

Zou et al. (2021) proposed a solution speed-up evaluation mecha-
nism to improve the efficiency of the IG algorithm for multi-workshop
AGV scheduling problems in matrix manufacturing. Qin et al. (2022)
designed a local perturbation strategy based on swap operators and a
global perturbation strategy based on semi-swap operators to balance
the global and local search capabilities of the IG algorithm. The
improved IG algorithm was applied to solve energy-efficient blocking
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hybrid flow shop scheduling problems. J.-Y. Ding et al. (2015) intro-
duced a series of Tabu lists into the construction scheme of the IG al-
gorithm to prevent redundant searches, thereby enhancing solution
diversity and improving search efficiency. Ozsoydan (2021) added a
hyper-heuristic variable neighborhood descent local search phase to the
IG algorithm and applied it to reconstructed solutions to enhance the
algorithm’s search depth. Fernandez-Viagas et al. (2018) developed a
beam search initialization method to increase the diversity of initial
solutions and reduce the risk of the IG algorithm becoming trapped in
local optima in a short time. Rodriguez et al. (2013) defined heuristic
rules to guide the reconstruction mechanism in the IG algorithm and
employed acceptance criteria based on solution randomness to enhance
the algorithm’s ability to escape local optima, thereby improving its
search performance. Qin et al. (2022) proposed two initialization stra-
tegies to improve the diversity and quality of initial solutions for
distributed heterogeneous hybrid flow shop scheduling problems with
blocking constraints. Additionally, a swap-based local search strategy
was introduced to enhance the search depth of the IG algorithm.

From the above research, it is evident that researchers have proposed
various improvement methods to address the issue of IG algorithms
having a single initial solution, which tends to get trapped in local op-
tima during the search process. Some researchers have enhanced the
algorithm’s ability to escape local optima by introducing perturbation
mechanisms, while others have adopted multiple heuristic methods to
generate initial solutions, thereby increasing solution diversity and
preventing the algorithm from being trapped in local optima in a short
time. However, due to a lack of awareness of the solution space land-
scape, these two methods, while improving the performance of IG al-
gorithms to some extent, remain significantly limited. Perturbation
strategies are often blind and unguided, often leading the algorithm into
suboptimal solution regions, thereby wasting search resources. More-
over, strategies for generating initial solutions are highly dependent on
specific problem structures, lacking sufficient generalizability. There-
fore, the SDIG designed in this paper employs the proposed SD method
to perceive the landscape of the solution space, decomposing it into
subspaces with significant differences. The construction-based explora-
tion strategy and the two-stage deep exploitation process are then
designed to further optimize high-quality individuals in these subspaces.
This approach ensures diversity in the search regions while avoiding
redundant searches on similar individuals, thereby enhancing the al-
gorithm’s ability to discover high-quality solutions in complex solution
spaces.

3. Problem description and modeling

This section provides a detailed introduction to the wafer fabrication
process and establishes the MIP model of MRCRHFSP to minimize the
makespan.

3.1. Practical background of the problem

The semiconductor wafer fabrication process comprises several
critical steps: cleaning, coating, baking, photolithography, developing,
etching, deposition, and ion implantation. Each step involves multiple
identical machines and requires multiple cycles.

Cleaning Stage: The wafers undergo wet cleaning and deionized
water cleaning to remove contaminants or residues from previous steps
on the wafer surface.

Coating Stage: A small amount of photoresist is applied to the center
of the wafer, and spin coating is used to evenly distribute the photoresist
across the wafer.

Baking Stage: This step reduces the solvent content in the photore-
sist, making it thicker and more robust, thereby improving its adhesion
to the wafer.

Photolithography Stage: A specific mask is used as a negative, and
the wafer stage is continuously moved to achieve orderly exposure on
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Table 1
Notations applied in the MIP model of MRCRHFSP.

Symbol Description

Indices

jJ The index of wafer job.

kK The index of process stage.

kK The index of photolithography stage.

m The index of machine.

l The index of re-entries.

A The index of mask.

Parameters

wJ The set of all jobs (i.e., WJ = {1,2,...,J}).

WK The set of all processing stages (i.e., WK = {1,2,...,K}).

WM The set of all machines (i.e., WM = {1,2,...,M}.

WM The set of machines available for stage k (i.e., WMy = {m'k,
mk}.WMk € WM). m) is the number of the first machine in stage
k, and my, is the number of the last machine in stage k.

WL The set of all processing cycles (i.e., WL = {1,2,...,L}).

Djlk The processing time of job j in process stage k in the I-th cycle.

tyw The switching time between masks v and w.

Tl The mask number for the photolithography stage at the I-th cycle
of job j.

G The positive large number.

Auxiliary

variables

Sjik The continuous variable for the start processing time of job j in
stage k of the I-th cycle.

Gk The continuous variable for the completion time of job j in stage
k of the I-th cycle.

Decision

variables

X m 1k The binary variable is set to 1 if job j is processed on machine m at
stage k of the I-th cycle, and 0 otherwise.

Yjjmi The binary variable is set to 1 if the jobj' is processed after the job
j on machine m of the I-th cycle, and 0 otherwise.

Objective

Crnax The maximum completion time (i.e., makespan).

the wafer surface.

Developing Stage: The exposed portions of the photoresist are dis-
solved and removed, leaving behind the desired pattern.

Etching Stage: Wet or dry etching is used to erode the wafer surface
that is not covered by the photoresist, transferring the pattern onto the
wafer.

Deposition Stage: Physical or chemical vapor deposition is employed
to cover the wafer surface with a layer of metal or compound.

Ion Implantation Stage: High-energy ion beams of elements such as

Photoresist coating  Bake

-
E L
o
Raw matenal Wafer factory oo
[T
Process Process
stage 1 stage 2

Photolithography

Process
stage 3
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boron, phosphorus, and arsenic bombard the deposited surface,
embedding ions into the material’s lattice to alter its conductivity,
forming semiconductors.

By repeatedly undergoing these processes, nanometer-scale transis-
tors and circuits are constructed on the wafer surface.

3.2. Problem modeling

This section defines the symbols, describes the MRCRHFSP in detail,
and proposes the corresponding MIP model.

3.2.1. Symbol definition
The definitions of the relevant mathematical symbols involved in the
MIP model are listed in Table 1.

3.2.2. MIP model of the MRCRHFSP

Following the contents of Section 3.1, MRCRHFSP can be described
as follows: There are N wafer jobs to be processed, which need to go
through K processing stages with L re-entrant cycles to form different
wafer products. Each processing stage k has Mj identical parallel ma-
chines to complete the processing tasks, with different machine con-
figurations at each stage. The processing time of wafer job j in process
stage k in I-th cycle is p;x ;. Furthermore, in the photolithography stage,
wafer job j requires a specific photomask r;; to complete the photoli-
thography process during their [ re-entrant cycles. Switching between
different photomasks v and w involves a setup time t,,,. as illustrated in
Fig. 1.

The assumptions of MRCRHFSP are summarized as follows:

1. All jobs and machines are available at time 0 and have the same
priority.

2. Job processing preemption and interruptions are not considered.

3. Jobs are processed sequentially through all stages, and at each stage,
they can only be assigned to one machine for processing.

4. A machine can only process one job at a time.

5. The buffer capacity between different stages is infinite, and the
transportation time between stages is not considered.

Based on the problem description, the MIP model for MRCRHFSP can

be expressed as:

[ L0

Deposition

Ton implantation

Wafer products

Process
stage K

Process
stage K- 1

I-th cycle processing

Fig. 1. Schematic diagram of MRCRHFSP in semiconductor wafer fabrication.
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Table 2
The symbols applied in the proposed theory.
Symbol Description
T,k The processing operation sequence of jobs on machine m at stage k in the
I-th cycle, Tmix = {Tmik(c)|c =1,2,..,Nuyyk}-
Nk The total number of scheduled operations on machine m at stage k in the I-
th cycle.
mg The total number of machines at stage k.
J The total number of processing cycles.
L The total number of processing stages.
K The total number of jobs.
Olkj The processing operation of job j at stage k in the [-th cycle.
Cco The set of job operations on the critical path CO = {COM ,COq 2,...,CO k,

...,CO1k }, where COyy represents the job operations belonging to the
critical path in stage k of the I-th cycle.

N_CO The set of job operations is not on the critical path,N_.CO = {N_CO“,
N_CO13,..,N_CO1x, ...,
N_CO; g}, where N_COy represents the job operations not belonging to
the critical path in stage k of the I-th cycle.

Cixj The completion time of job j at stage k in the I-th cycle in forward
scheduling.

Cikj The completion time of job j at stage k in the I-th cycle in backward
scheduling.

n A complete scheduling solution, 7 = {ﬂl_l‘l,ﬂ'z_l_l,...,ﬂm‘ A1y T 1K s
Ty LK }

14 The new complete scheduling solution obtained after the operation
adjustments

Crnax () The makespan corresponding to scheduling solution 7.

The makespan corresponding to the new scheduling solution.

Optimization objective:

MinimizeC ax (@D)]
Subject to:

Crax > Gk jEWJ, le WL, ke WK )
my
> Xjmix =1,j € Wi,k € WK, 1€ WL 3)
m:m}(
Ciix = Sjik +Djik.j € WJ, 1€ WL, k € WK @
Sj,l,k > Cj.l,k—lyj € WJ,le WL,k € WK (5)
Stk > Guax,j € WJ,le WLk, k' € WK (6)
Siik > Ciik — G % (3 = Yy mi — Xjmik — Xjmix),

o @)

j.j € WL,m € WMy,le WL,k € WKNnk#k
Stk = Crik — G X Yiypmi— G x (2= Xjmux — AXj’,r:l,l,k)y (8)

j.j € WI,me WMy, l € WL,k e WKNk#k
Sjik 2 Gk +tyr,, — G X (3= Yy mi — Ximak — Xy mix), ©)
j.j e WI,me WM, lc WL k=k'
Sjtk 2 Crax +to 1y — G X Yjjmi— G % (2 = Xjmik — Xy mix), 10)
j,j € WI,me WM, le WLk=k"

Sjik>0,j € WJ,l e WL,k € WK an
Ciix > 0,je WJ, 1€ WL,k € WK 12)
Ximix € {0,1},j € WI,m € WM, l € WL,k € WK 13)
Yijmi € {0,1},j,j € WJ,me WM,1 € WL a4

In this model, Constraint (1) defines the optimization objective as
minimizing the makespan. Constraint (2) defines the makespan.
Constraint (3) ensures that each job can only be processed on one
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machine at any given stage. Constraint (4) defines the method for
calculating completion times, and Constraint (5) ensures that a job can
only begin the next stage after completing the previous stage. Constraint
(6) ensures that a job can only start processing in the next cycle after
completing all stages of the previous cycle. Constraints (7) and (8)
ensure that processing times for different jobs on the same machine do
not overlap in non-lithography stages. Constraints (9) and (10) ensure
that processing times for different jobs and mask-switching times do not
overlap on the same machine in the lithography stages. Constraints (11)
to (12) define the auxiliary variables. Constraints (13) to (14) define the
decision variables.

To verify the correctness and applicability of the MIP model pro-
posed in this paper, we validate it using the Gurobi solver in the ap-
pendix. Computational experiments show that the proposed MIP model
accurately captures the constraints of the problem and generates the
optimal feasible solution.

4. Proposed theoretical contributions

Before detailing the components of the SDIG algorithm, this section
provides a thorough description of some theoretical results we have
proposed, including forward scheduling and backward scheduling,
critical path, speed-up evaluation, and other related theories, which
form the foundation of the SDIG algorithm design. The symbols used in
this section are shown in Table 2.

4.1. Forward scheduling and backward scheduling

Definition 1: (Forward Scheduling). For a complete scheduling so-
lution 7 of the MRCRHFSP, the scheduling process that handles pro-
cessing operation priorities sequentially in ascending order of stages and
cycles is called forward scheduling, and the calculation process of the
completion time Cj for jobs at each cycle stage in forward scheduling is
shown in Egs. (15)-(19). A specific example of forward scheduling and
its corresponding Gantt chart are provided in the appendix.

Crrnox©.0k = Crpp0k =0,m=1,2,....my, 1=1,2,-,L,c
—1,2, 0 Nk =1,2,...K (s)

Crp(0)1k = Yok M= 1,2,..,m, 1=1,2,- Lk

C
Tml-1k (Nm.H.k

=1,2,..K (16)

C”mlk(c)vLO = C”ml.k(c)~l*1vK7m =1,2,..,m, 1=1,2,-Lc
=1,2,..,Npix,k=1,2,..,K a7

Crirle)lk = max{cnm.zm.z,k—h Cﬂmlk(c—n.z.k} + Prpio)tks
m=1,2,..,m,1=1,2,-,Lc=1,2,...Nuu,k=1,2, ... Kandk # k'
(18)

Crnik(otk = maX{Cnm @ 1k-15 o1 1k + frﬂmlku,nz.r”m,lkm.x} + Pryi(0)dks
m=1,2,..m,l=1,2-Lc=1,2....Nux,k =k
19)

Definition 2: (Backward Scheduling). For a complete scheduling
solution 7 of the MRCRHFSP, the scheduling process that handles pro-
cessing operation priorities in reverse order while descending by stages
and cycles is called backward scheduling, and the calculation process of
the completion time Cj;x for jobs at each cycle stage in backward
scheduling is shown in Egs. (20)—(24). A specific example of backward
scheduling and its corresponding Gantt chart are provided in the
appendix.

Crrpix@iiik = Crpporik =0m=1,2,..m, 1=1,2,+Lc
—1,2, . Ny k=1,2,...K (20)
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s (N 1)1k = Compaxtino M= 1,2, my, 1=1,2, -, Lk

=1,2,...K (2D

Cr i1 = Crp poiri1,m=1,2,.my, 1=1,2, - L ¢
=1,2,..,Npi,k=1,2,..,K (22)

Crpix(0 Lk = maX{E}m_I_k(c),Lkﬂ,azm_l,k(cﬂ)_z,k} + Drpyi(e) Lk
m=1,2,...,m; =12, L;c=1,2,...,Npic;k =1,2,...,Kandk # k"
(23)
Crrr(rlk = lTlaX{tr”m‘l_k(ﬁ,_,,r”ml et T Copie(c1)0k> Crmpa(e) 115 } F Prpiale) Lk
m=1,2...m; l=1,2,- Lic=1,2 .. ,Nyk=k'
(24)

4.2. Critical path

Definition 3 (Critical Path). For scheduling solution 7, the longest
path from the first operation starting at time 0 to the last operation with
a completion time of Cyax (7), without any idle time in between, is called
the critical path.

Based on the above definition, this section presents a theorem and
provides its proof.

Theorem 1: Given any instance of the MRCRHFSP and a scheduling
solution 7, there exists at least one critical path in both the forward and
backward scheduling and the path lengths are the same.

Proof. Suppose that in the forward scheduling, the last operation

O s (N LK in the final stage of the last processing cycle has the

maximum completion time Cpax(7), and its completion time is calcu-
lated according to Eq. (18) as shown in Eq. (25):
K= max{cﬂm.l_.« (Nm.L.K)vaKfl ? C”mLK(Nm.L.K’l)yL-,K} +pﬂm.L.K (NmLJ()~L~K

(25)

Cﬂmu( (Nm.L.K) L,

This implies that there is at least one operation (o”m_LK(1\,”LL_K)YL_’K71 or

1x) Preceding operation o Lx that seamlessly

O”rn.l. K (Nm.l..l(*l) TmLK (Nm.l. K)
connects with it. We generalize this operation as o, (¢.x- If the oper-
ation o, (). iS a non-lithography stage operation, according to Eq.
(18), there must be at least one operation (0, (c)ik-1 OT Oz, 4 (c—1)1k)
preceding the operation o, ().« that seamlessly connects with it; if the
operation o, ().k is a lithography stage operation, according to Eq.
(19), the operation o, (-1.x combined with the mask switching

operation o, . .., ., i considered as one operation o, -1k +

(1

O, uurs oo and thus, there must also be at least one operation
n Lk ()

Oy lk-1 OF Orye-1)tk + Or, oy o) preceding the operation
07,1k that seamlessly connects with it. Through such recursive op-
erations until I = 1,k = 1,c¢ = 1, the forward completion time of the

operation 0,,, (1)1, is calculated as shown in Eq. (26):

C”m ()11 = max{cﬂm.l 1(1),1,05 Cﬂm.1.1 0),1.1 } FPrpia(1)1,1 (26)

Then, according to Egs. (15)—(17), it follows that C.,, )10 =
Crrin10k = 0,Cri 10011 = Crpoi(1)01 = 0 in Eq. (26). This means that
the  start Ornii()11 IS
Crria(1)11 —Prmia)11 = 0. Thus, all the operations found during the
recursion are seamlessly connected, so the sum of the times for all op-
erations is Cmax(7), satisfying the definition of the critical path (Defi-
nition 3).

Similarly, for backward scheduling, suppose that the first stage
operation o 11 in the first processing cycle has the maximum

processing time of  operation

Tm11 (Nm 11 )
completion time Cp,x (7). Using Egs. (23)-(24), we recursively search for
operations that seamlessly connect with it untill =L,k = K,c = Ny k.
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Then, the backward completion time of the operation O s (Nmi ) LK is

calculated as shown in Eq. (27):

C”m.L.K (Nm.L.K+1 ) LK } +pﬂm.u( (Nm.L.K) LK

27)

C”m.L K (Nm.L.K) LK = max{ Cﬂm.L.K (Nm.L.K) LK+1°

Then, according to Egs. (20)-(22), it follows that Eﬂm (

LK NmLK).L.K+l =
C”ln.LK(Nm,L,K)vL+1~1 = O’CﬂmLK(NmLK+1)~L~K =G

ek =0 in Eq. (27).
This means that the start processing time of operation o

TmLK (NmL K) LK is

Enm,Lx(Nm,L,K),L,K Pr (N LK = 0. Thus, all the operations found during

the recursion are seamlessly connected, so the sum of the times for all
operations is Cpax (), satisfying the critical path definition (Definition
3).

Therefore, there exists at least one critical path in both the forward
and backward scheduling and the path lengths are the same. Thus,
Theorem 1 is proven. A specific example of Theorem 1 is provided in
the appendix.

4.3. Speed-up evaluation

Theorem 2: Given a scheduling solution z for an instance of the
MRCRHFSP, removing operation 0 from x results in scheduling so-
lution #’ with a makespan of Crax (7). If the operation o;;« is inserted at
position ¢ of machine m in stage k of the 1-th cycle, the new scheduling
solution 7" is obtained. If k is a non-photolithography stage, the new
makespan C™ (") is calculated according to Eq. (28); if k is a photo-
lithography stage, the new makespan C'? (z") is calculated according to
Eq. (29).

Crer (n") = maX{Cmax (), max{cj.l.k—l , Cnmlk(c—l).l.k} + Djik

+max{€,,m_, L1k Gkt } }7
m=1,2,.,m; 1=1,2,L;c=1,2,...Npus:k = 1,2, .., Kandk # k'
(28)

Coo. (7")= max{Cuax(7), maX{le-,kflv Cormixle-1)1k + trzm_[k(cfl).l-rj.l }+
Djik + t,

T e (€)1 + max{éﬂm.zk(c)lk’ Eﬂkﬂ }}/ (29
m=12..,mg; =12 Lc=12 . Nygk=k

Proof. When operation o; is inserted at position ¢ of machine m in
stage k of the I-th cycle, two cases will arise:

1. After inserting the operation 0j;x, the remaining operations in the
scheduling solution 7’ are unaffected.

2. After inserting the operation 0;;x, the start time of some operations in
the scheduling solution ' will be delayed.

For the first case, If the insertion point of the operation 0j; is at the
midpoint of the machine in the entire processing sequence. i.e.,
¢ # Nppx + 1, the makespan Cpax(7') will remain unaffected because
other operations are not impacted. Hence Cl%¥ (") = Cpax(7'), it clearly
satisfies Egs. (28) and (29); If the insertion point of the operation o0;;x is
at the end position of the machine in the entire processing sequence. i.e.,
¢ = Nk + 1, If after insertion, the completion time of the operation
Oj 1k is Cj,L,K > Cmax(”/)y then C’:ne:;((ﬂ”) = GjLk; if C},L.K < Cmax(ﬂ,); then
Crew (1) = Cmax(7); Since the stage in which the operation oy is
inserted is the final stage, it must be a non-photolithography stage, The
completion time of the operation o;;; can be calculated using Eq. (30)
based on the forward scheduling Eq. (18). Moreover, according to the

backward scheduling Egs. (20)-(22), we get C‘ﬂmLK(NmMH)‘L,K =
C

Tmi1k(1)

to Eq. (30), Thus, the completion time of scheduling solution z" after

i1k =0, Girxs1 = Cjri11 = 0. That is, Eq. (31) is equivalent
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inserting operation 0;; is calculated as shown in Eq. (32), which is
equivalent to Eq. (28).

Gk = max{Cx1,C, (Nm.LK)-L-K} +DjLk (30)

Cj‘L‘K = max{ Cj'L'K’l ’ C”m.L.K (Nm.L.K) .L.K} +pj~l-k + max{aﬂm.L.K (Nm L.K+1) -L-K’Ej'L'K“ }

31
Come(7') = max{cmaX(”,) Cj.L.K} =
max{ Cimax (”,)’ maX{Cj"L"K*l ’ Cﬂm.L.k (Nm.L.K).L.K} + Djix
+max{f}{mL’K(Nm‘L‘K+1)7L7K, Cirin }} (32)

For the second case, if the operation o;; is inserted at position ¢ of
machine m in stage k of the I-th cycle, it may delay the start times of
operations 0y, (c+1).k OF 0jix+1. Similarly, it may also delay the start
times of operations 0, (c+2).k OF 0jix+2. This process continues recur-
sively until k = K, | = L, ¢ = N, If operations are consistently
delayed during this process, it may result in the makespan of the new
scheduling solution being either C'% (z") = C )ik > Crnax(7) o1

ifm.L.K(NmLK
v (n') = Crax(7) > Copise (i) LK If the first situation occurs, ac-
cording to Definition 3, a new critical path containing operation o;;x
will form in the scheduling solution z”". According to the forward and
backward scheduling calculation rules, for the portion of operations

before operation o;;; on the critical path, the forward calculation will

produce a makespan of max{Cj,Lk,l,C,,m_,_k(c,l).l.k} or max{q,.k,l,

Crnule-1lk b, 1y } For the portion of operations after the oper-

ation 0j;x on the critical path, the backward calculation will produce a

makespan of max{Ck‘,,rkn(C%Cj,LkH} or max{trl aor T Crpii(0) 1>

ijl_kﬂ}}. Furthermore, according to the proof of Theorem 1, the op-

erations on the critical path are seamlessly connected. Therefore, after

inserting operation 0;;x, the makespan Cnm.L.K(Nm.L.K).L.K is calculated as

shown in Egs. (33) and (34). Therefore, the calculation of the makespan
Crew (n”) for the new scheduling solution 7" still satisfies Egs. (28) and
(29).

Cn,,,,L_,( (Nmix) LK = maX{Cj,l,k—l 3 Corpi(c-1 ).l,k} +DPjik+ max{én,,,_,_k (c),l,kfj.z,ku }
m=1,2,..m;1=1,2,--,L;c=1,2,....Npi;k=1,2,... Kandk #k
(33)

Cnm,L,K(NmLK).L.K = maX{leyk*h C”mlk(c_l)-”( + trnm k(e 1).1-';’.1} + Dkt

max{frf.,,rﬂmlkw + Cope(01d G } G4
m=1,2,.,mg 1= 1,2, Lic = 1,2,...Npyiik = k'

If during the recursion process to k = K, l = L, ¢ = Ny, there
exists a stage where operations o, , ¢+1).x OF 0j1x+1 are unaffected, then
subsequent operations will also be unaffected. Therefore, The comple-

tion time C”m‘L‘K(NmLK)‘LK of operation O sk (N ) LK and the makespan

Cmax(7') of the original scheduling solution 7" are unaffected, and thus
Crew (n") = Cmax(n'), which still satisfies Egs. (28) and (29). The proof of
Theorem 2 is complete. A specific example of Theorem 2 is provided in
the appendix.

Theorem 3: Given any scheduling solution 7 for MRCRHFSP,
removing an operation that does not belong to the critical path in any
stage results in a scheduling solution 7/, and then inserting this operation
into any position on any machine in that stage forms a new scheduling
solution 7, the makespan of the new scheduling solution z” is
CIt () > Conax()-

Proof. According to the proof of Theorem 1, the operations on the
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critical path are seamlessly connected, and the sum of times their du-
rations equals the makespan Cpax (7). Therefore, if the operations on the
critical path are not modified, the makespan Cpax(7') = Cmax(7) of the
scheduling solution 7' after removing operations. Then, according to
Theorem 2, the makespan C%* (z”) of the new scheduling solution z”
after inserting the operation can be calculated using Egs. (28) and (29).
Since Cmax(7') = Cmax(7), the makespan after the operation insertion
must satisfy C' (7") > Cmax(7') = Cmax(7), thus proving Theorem 3. A
specific example of Theorem 3 is provided in the appendix.

5. SDIG algorithm for the MRCRHFSP

Currently, a general framework is commonly followed when solving
scheduling problems using metaheuristic algorithms: first, a MIP model
is formulated to abstract various constraints and decision variables of
the practical scheduling problem into mathematical expressions; then, a
metaheuristic algorithm with efficient evolutionary mechanisms and
neighborhood search strategies is designed to solve the problem
(Fernandez-Viagas, 2022; Sadati & Catay, 2021; Xu et al., 2024).
However, unlike mathematical programming methods, metaheuristic
algorithms typically operate on encoded sequences (i.e., permutations of
numbers) to explore the solution space, whereas MIP models do not
explicitly contain sequence-type variables. Instead, their decision vari-
ables are often represented as binary (0-1) variables. This fundamental
difference in variable representation appears to have caused a certain
degree of disconnection between metaheuristic algorithms and MIP
models, and current literature has rarely clarified or explicitly addressed
the linkage between the two.

In fact, the encoding—-decoding mechanism serves as a key bridge
between metaheuristic algorithms and MIP models. Specifically, during
the decoding process, a series of decoding rules (see Section 5.1) are
applied to map the encoding sequence to a set of decision variables that
satisfy the constraints of the MIP model, thereby yielding a feasible
solution. Through this mechanism, the 0-1 solution space defined by the
original MIP model is transformed into a permutation-based solution
space in which the encoding sequence resides. This transformation not
only reduces the search space but also inherently ensures solution
feasibility. This is also the fundamental reason why metaheuristic al-
gorithms have demonstrated better performance than mathematical
programming methods when solving various complex production
scheduling problems under an acceptable running time. Therefore,
based on the MIP model of the MRCRHFSP problem developed in Sec-
tion 3, this study proposes a metaheuristic algorithm (i.e., the SDIG al-
gorithm) that incorporates a well-designed encoding—-decoding strategy
and efficient neighborhood operation mechanisms to effectively solve
the MRCRHFSP problem.

Specifically, the search framework of the SDIG algorithm proposed in
this paper consists of two main components: the solution space
decomposition and the parallel search within subspaces. As for the
former part, the novel spatial decomposition (SD) method is developed
to reasonably partition the solution space into a series of subspaces. For
the latter part, the construction-based exploration is designed, which
destructs and constructs the best-known optimal individuals (i.e., job
sequences) in each subspace, and decodes them through heuristic rules,
so as to drive the search to promising areas as soon as possible. As the
solution quality obtained through heuristic decoding still leaves room
for improvement, the two-stage deep exploitation approach is developed
to conduct in-depth and rapid exploitation of the promising regions
within each subspace. More specifically, in the first stage, the critical
path-based multi-neighborhood exploitation is performed on the
promising operation sequences decoded from the best-known in-
dividuals. In the second stage, the exploitation focuses on the complete
scheduling solution determined by the optimal operation sequences
identified in the first stage. To enhance the efficiency of the second
stage, the specific Insert-based fast neighborhood search is designed,
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Table 3
The symbols are applied in encoding and decoding.
Symbol Description
7 A feasible encoded individual (job sequence). z° = {z"(j)|i = 1,2,...,J}.
-0 The operation sequence is obtained after decoding the encoded individual.
-0 = {n_o(a)la =1,2,...,J-K-L}.
m-m The machine sequence is obtained after decoding the encoded individual.
am = {z_m(b)|b =1,2,...,JK-L}.
Tmlk The processing operation sequence on machine m at stage k in the [-th
cycle is obtained after decoding, Tk = {Zmik(c)[c =1,2,.... Nmux}-
T The processing operation sequence on each machine corresponding to
scheduling solution 7, 7 = {#111,721.1, -+, Tmy 1.1+ -+ Tmg 1K» -+ Tmg LK -
Crm The completion time of machine m at stage k for processing tasks.
Ciik The completion time of job j at stage k in the I-th cycle.
M The total number of machines at stage k.
L The total number of processing cycles.
K The total number of processing stages.
J The total number of jobs.
Cmax(7)  The makespan corresponding to the scheduling solution 7.

which utilizes the built-in block properties on the critical path to avoid
invalid insertions and adopts the speed-up neighbor evaluation method
to accelerate the search process. Moreover, when a stagnation condition
is met, the reset strategy is added to restart the two-stage exploitation for
diversifying exploitation.

5.1. Individual encoding and decoding strategy

The definitions of the relevant mathematical symbols involved in the
encoding and decoding of the solution are shown in Table 3.

In the SDIG algorithm, the encoded individual z" is formed by ar-
ranging the jobs in a specific order. During decoding, scheduling is
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performed based on the first available machine (FAM) rule and the first-
out-first-in (FOFI) rule. The FOFI rule establishes the priority sequence
of jobs for the next stage based on the completion times of jobs in the
current stage. The priority sequence for the first stage is determined by
the encoded individual (i.e., the randomly generated initial job
sequence). This rule naturally ensures that a job must complete its op-
erations in the previous stage before advancing to the next stage.
Furthermore, in re-entrant scheduling scenarios, the rule ensures that
the next cycle cannot commence until the final stage of the previous
cycle is completed, effectively addressing the reentrant property of the
problem. The FAM rule assigns jobs to the earliest available machine
capable of processing them in the current stage based on the determined
job priority sequence. If multiple machines are available simultaneously,
one is selected randomly, as they share the same priority. Additionally,
machine allocation strictly adheres to machine capability constraints,
considering only machines capable of processing the current job. This
ensures that constraints related to machines with varying capabilities
are automatically satisfied during decoding. As outlined in the proposed
MIP model for MRCRHFSP, the optimization objective is to minimize the
makespan. Once the job sequence and machine allocation are deter-
mined, the start times for each job at every stage are scheduled as early
as possible while satisfying all constraints. At this point, a compact
scheduling solution z can be obtained, which includes sequence-
dependent setup times and mask-related resource constraints, depend-
ing on the job sequence. This process is illustrated in Fig. 1* in the
Appendix, with the detailed decoding procedure described in Algorithm
1.

Algorithm 1: The decoding strategy of the SDIG algorithm

1: Input: A Feasible encoded individual 7" .

2 Initialize: intermediate variable 7' _o=x, 7’_m=0, »'_j=9@,; x,,,=D; C.,=0,Ymk.
3 for /=1to Ldo
4: for k=1to K do
3 forj=1toJdo
6: m" =argminC, ,,me{l,2,.. .M} .
g Calculate the completion time C,, ; of job j assigned to machine m.
8: 7' _m«Include m' intoxr' _m.
9: C.=C ;-
10: end for
11: 7' _j «—Arrange jobs in ascending order of their completion times Cojeil2,.. J}.
12: 7' _o«Include 7'_j into 7'_o.
13: end for
14: end for
15: Operation sequence 7 _0=7'_0 .
16: Machine sequence 7 _m=7"_m.

17: fori=1to J-K-L do

18: j=x_o(i), m=nx_m@), I=i//(J-K), k=imodJ .
19: Zp4 Includejinto 7, .

20: end for

21 = {/7'1,1.(~”2.|.1*“"”m,1.l*““”nu LKoo o ""K} ’

22: Makespan C , (7)=max{C, .} jeil,2,...J}.

23: Output: 7_o, n_m, C

max

(7), «.
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Total number of block S = e
structures in X; is 5

{ F block
structures
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L block
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Total number of block
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\

\

> distance d(x,x,)=5-2=3

ﬁ The number of

/ identical block
/ structures is 2

Fig. 2. Calculation of distance between two equal-length sequences.

5.2. Spatial decomposition

5.2.1. Uniform manifold approximation and projection (UMAP)

Uniform Manifold Approximation and Projection (UMAP), proposed
by Mclnnes et al. (2020), is a nonlinear dimensionality reduction
method based on a graph-based algorithm. The method operates under
three key assumptions: (1) the data are uniformly distributed on a Rie-
mannian manifold, (2) the Riemannian metric is locally constant, and
(3) the manifold is locally connected. The essential idea of UMAP is to
create a predefined k-dimensional weighted UMAP graph representation
of each of the original high-dimensional data points such that the edge-
wise cross-entropy between the weighted graph and the original data is
minimized. Finally, the k-dimensional eigenvectors of the UMAP graph
are used to represent each of the original data points. In recent years,
UMAP has been successfully applied to data analysis in fields such as
biology (Hozumi et al., 2021) and environmental science (Yu et al.,
2023). However, to date, no research has explored the integration of
UMAP with metaheuristic algorithm design.

UMAP takes input data X = {x;,x2, -, Xy}, X; € R¥ and seeks an
optimal low-dimensional representation Y = {y1,y2, -, ¥n}, yi € R,
where K < M.

The first stage of UMAP involves constructing a k-neighbor graph,
and defining a distance metric d: X x X—R", where k is a hyper-
parameter, and k << M. Calculate the distance d(x;,x;),1 < j < k of the
k-nearest neighbors of each x;. For any given x;, p; and o; are defined as
illustrated in Egs. (35) and (36):

p; = min{d(x;,x;)|1 <j < k,d(x;, %) > 0} (35)

Xk: < max (0, d(x;,x;) —

0

p,-)) = log,k (36)

j=1

where ¢; is the length scale parameter and p; ensures that at least one
point with an edge weight of 1 is connected to x;.

Define a finite weighted graph G = (V,E, ), where V is the set of
vertices (i.e., X), E is the set of edges E = {(x;,x;)[1 <i<N,1 <j <k},
and w is the weight of the edges, computed as illustrated in Eq. (37).

w(xi, ) = exp (*max(o’ dlx.) ¢ f)) 37)

Oi

UMAP defines an undirected weighted graph G using the symmetry

of G. First, let A be the adjacency matrix of the graph G, and the sym-
metry matrix B can be obtained based on Eq. (38).

B=A+AT-AQA” (38)

Where T is the transpose of the matrix and ® is the Hadamard product.
The undirected weighted graph G (UMAP graph) is then defined by the
adjacency matrix B.

The UMAP employs gravitational repulsion along the boundary and
vertices respectively to evolve an equivalent weighted graph H con-
structed from the set of points {y;},i =1, 2, -+, N. The gravitational
and repulsive forces exerted by vertices i and j at coordinates y; and y;
are illustrated in Egs. (39) and (40).

—2ably: - yill3""

w(x;, X)|Yi — Y (39)
1+ v -yl (x ’)( ’)

2b
(e + lye — %il13) (1 + ally: — 3113

(1= wix x)) (- %) (40)

where a and b represent hyperparameters and ¢ is a small value that
ensures the denominator is not zero.

Therefore, The objective of UMAP is to identify a low-dimensional
equivalent weighted graph H comprising a point set {y;},i =1, 2, -+,
N, such that y; minimizes the edge cross-entropy with the original data,
while simultaneously producing a low-dimensional output that accu-
rately reflects the topology of the original data.

The distance metric can be calculated using a variety of methods,
including Euclidean distance, Manhattan distance, Minkowski distance,
and Chebyshev distance, among others. For COPs, the distance metric
between two solutions is often measured using Hamming distance
(Bookstein, 2002) and Kendall-t distance (Cicirello, 2020). Hamming
distance is a measure of the number of differing characters at corre-
sponding positions in two equal-length sequences x;, X2, as illustrated in
Eq. (41). The Kendall-t distance is defined as the number of pairwise
disagreements between two equal-length sequences x;, Xz, as illustrated
in Eq. (42).

n

=D (ali) # x(i) (41)

i=1

du(xy, Xz)
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Table 4
The symbols are applied in the improved k-means algorithm.
Symbol Description
K The total number of clusters in clustering
X, X; Objects are to be clustered, and indexed as i and j.
C The set of objects to be clustered C = {x1,x2, --X,}, n is the total
number of objects to be clustered.
Xiky Xj k Objects indexed as i and j in the k-th cluster.

Ci The k-th cluster set Cx = {x1x, X2k, *Xnk }» Mk is the total number of
objects in the k-th cluster.

XCx The central object of the k-th cluster.
d; The Euclidean distance between object x; and the central object xc of k-
th cluster
f(x), The fitness values (makespan) corresponding to x; and x;x
f (Xi.k)
a A hyperparameter that determines the number of clusters K

d. (31,%2)=|{ (i) : G <D) A[(er () <21 () Az () <x2.(7))] }
V(362 (1) <2 (j) Axa (1) <1 ()]
1_1:1727 e n

(42)

However, the aforementioned distance calculation methods lack
consideration of the structural information of solutions in MRCRHFSP.
In production scheduling problems, the sequence of adjacent jobs rep-
resents the most intuitive structure of the solution, and high-quality
subspaces often exhibit similar structures. Therefore, based on the
characteristics of such production scheduling problems, we define two
adjacent positions in a sequence as a block structure and propose a
distance metric method based on block structures, as shown in Eq. (43).
Taking two equal-length sequences x; =[2,1,6,5,4,3] and x,= [1,4,3,6,5,
2] of length n=6 in Fig. 2 as an example, both contain n—1= 5 block
structures. There are 2 identical block structures between the block
structure block(x;)={[2,1],(1,6],[6,5],(5,4],[4.3]} in x; and the block
structure block(x,)={[1,4],[4,3],3,6],[6,5],(5,2]} in X2, so the distance
between them is d(x;, x;) = 5-2= 3.

dxy, x;) = (n—1) — E:llz;:’f((xl(i),xz(i +1))

:(Xl(].),X2(]-+1))),i,j:1, 2, -, n—1 (43)
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5.2.2. Improved k-means algorithm

The k-means algorithm is a typical clustering algorithm in data
mining, first introduced by Macqueen (n.d). It is one of the simplest
unsupervised learning algorithms. The algorithm randomly selects K
initial centroids, assigns data points to the nearest centroid to form
clusters, and then updates the centroid to the mean of the points within
the cluster. This process iterates until the centroids no longer change
significantly, ultimately dividing the data into K clusters, aiming to
minimize the sum of squared distances within clusters (Na et al., 2010).

From the above description, it is clear that to apply the k-means
clustering algorithm for a reasonable decomposition of the reduced so-
lution space in combinatorial optimization problems, two key issues
need to be addressed: 1. Determining the number of clusters K. 2.
Determining the method for updating the centroid of each cluster.
Therefore, this section improves the conventional k-means clustering
algorithm from these two aspects. The symbol definitions corresponding
to the improved k-means algorithm are shown in Table 4.

The solution space of the MRCRHFSP is “vast,” containing various
peaks (local maxima) and valleys (local minima). When solving
MRCRHEFSP, the objective is to find a sufficiently deep valley and its
bottom. Ideally, when clustering and decomposing the solution space of
MRCRHFSP, the number of clusters (K value) should correspond to the
number of valleys, with the centroid of each cluster located at the bot-
tom of the respective valley. However, in practice, if the K value is too
large, it may result in the algorithm performing subsequent searches in
relatively shallow valleys after space decomposition, wasting significant
search resources and failing to find truly high-quality solutions. There-
fore, We use the depth of the valleys, as shown in Eq. (44), as the
objective function to determine the K value and select the individual
with the lowest fitness in each cluster as the centroid to achieve a
reasonable decomposition of the solution space.

min(max (f(x;x)) — f(xc)) > (max(f(x;)) — min(f(x;))) /e,

in,xj' € C, Vxjx € Ck,k =12 -, KaecR 44

Algorithm 2: Improved A-means clustering algorithm.

1: Input: Cluster objects C ={x,,x,,

-++X, }, hyperparameter « .

2 Initialize: The number of clusters K =0.
3 repeat
4 The number of clusters K = K+1, random select K center points {x¢;, Xy, ***» XCy } .
S repeat
6 Make C,=¢,C,=¢,...C; =¢.
7 fori=1tondo
8 Calculate the distance d,, between object x, and the center point xc¢
d, dlx, —xc |l ke{l,2,---, K} .
9: Determine the cluster label of x; as k=argmin(d,,), ke{l,2,---, K}.
10: Assign the object X, to the corresponding cluster: C, =C, U{x,}.
11: end for
12: for k=1to Kdo
13: Update the center points of each cluster xc, =arg min(f(x;,)),x,, €C, .
14: end for
15:° until The center points of all clusters have not been updated.
16: until min(max(f(x,,)) - f(xc,)) < (max(f(x,)) —min(f(x,)))/ &,

17: Output: Clustering results C,, C.,, -,

Vx,x; €eC,Vx,, €C,k=12,--,K,aeR.
Cy.

10
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Destruction  —

Construction

N

1[2]65[4]3] =

The set of swap neighborhoo

individuals for 7/ min (C,, (7))

7}peS(n)

Fig. 3. The construction-based exploration operation process.

Tnitial best-known
individual z; in the
subspacel

Update and move the individual

Exploration radius

The individual 7; found through
destruction and construction

_ Swap neighborhood
individual set S(r})

"—- The optimal individual in S(z!)
Subspace3

Subspacel

Subspace2

Fig. 4. Explore promising solution regions within the subspace.

Table 5
The symbols are applied in the construction-based exploration.
Symbol Description
P The best-known encoded individual in subspace k
LA The new encoded individual is generated through destruction and
construction.
S(m.) The set of N neighboring individuals of 7, generated by swap
neighborhood operations S(7) = {ﬂ;( T 13 Thgs o JT;(VN}.
B The number of destroyed jobs
Crmax (7)), The makespan corresponding to decoded individuals x; and .
Conax ()
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In Eq. (44), max(f(x;)) —min(f(x;)) represents the maximum
fitness difference among the objects C = {x;, X2, ---X,} to be clustered,
indicating the height difference between the highest peak and the lowest
valley in the entire solution landscape. (max(f(x;)) —min(f(x;))) /a de-
notes the depth target of the valleys we aim to identify, and parameter a
requires further determination through subsequent parameter experi-
ments. Assuming that the objects C = {x;,x,, ---X,} to be clustered have
been divided into K clusters (valleys), max (f(x;x)) —f(xcx) represents
the difference in fitness between the object with the highest fitness in the
k-th cluster and the cluster center (valley bottom), which is the depth of
the k-th cluster (valley). Evidently, as the value of K increases, the depth
of each cluster (valley) will gradually become shallower. Therefore, our
objective is to find the largest possible value of K while ensuring that the
depth of all clusters (valleys) remains greater than
(max(f(x;)) —min(f(x;))) /a. The specific process of the improved k-
means clustering algorithm is illustrated in Algorithm 2.

5.3. Construction-based exploration

After decomposing the solution space of MRCRHFSP using the SD
method described in Section 5.2, the algorithm has achieved an initial
perception of the solution space but has not yet identified the truly
promising regions within the subspaces. Further exploration of these
decomposed subspaces is therefore necessary. The destruction and
construction mechanism in the IG algorithm explores the solution space
by breaking a candidate feasible solution and reconstructing it (Ruiz &
Stiitzle, 2007). Currently, the IG algorithm has achieved favorable re-
sults in solving scheduling problems (J.-Q. Li et al., 2022; Ozsoydan,
2021; Zhao et al., 2022). Inspired by the destruction and construction
mechanism of the IG algorithm, this section designs a construction-
based exploration operation, as illustrated in Fig. 3, to explore prom-
ising regions within the decomposed subspaces, as shown in Fig. 4. The
definitions of symbols involved in the construction-based exploration
are provided in Table 5, and the detailed process is as follows:

First of all, the destruction and construction are applied to the best-
known encoded individual r; in the subspace to generate a new encoded
individual 7, in order to achieve a rough exploration of the subspace on
a large scale. If Cpax (7)) < Cmax(7), it indicates that a new promising
region has been discovered within the subspace. The swap neighbor-

L / . /
hood operation is used to construct a set S(z}) = {ﬂkgl,f[k‘z, . ﬂk‘N}

that includes 7, and all its neighboring individuals, and a small-scale
detailed exploration is conducted on the promising region. Finally, the
best-known individual 7; is moved to the optimal individual within
S(x}), i.e. 7, = min (Cmax (ﬂ'kn))7 Ty, € S(m,). As described in Section
5.2.1, The distance metric method based on block structures shows that
the number of jobs destroyed 8 determines the exploration radius, which
dictates the granularity of the subspace exploration. If the radius is too
small, it is difficult to escape local optima; if it is too large, the explo-
ration may become too coarse to identify the truly promising regions.
Therefore, the number of jobs destroyed g will be determined through
parameter experiments. In summary, the specific process of
construction-based exploration is illustrated in Algorithm 3.
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Algorithm 3: The construction-based exploration

1: Input: The best-known individuals in each subspace {7, 73 -+ 7 } .

2 Initialize: Number of jobs destroyed f . Intermediate variable 7 _d =0, n_c=¢.
3 for k=1 to K do
4: m_c=nm,.
5 forj=1to f do %Destruction
6: Remove a randomly selected job from 7 _c.
7: Include the selected jobinto 7_d .
end for
9: forj=1to g do %Construction
10: Remove a randomly selected job from 7 _d.
11: Insert the selected job into the optimal positionof 7 _c.
12: end for
13: T =r_c.
14: if C,  (7)<C,.(7,) do
15: Using swap neighborhood operation to construct a set of all neighborhood individuals
S ) =474 s oy s Ty fOT 4
16: z, ,=argminC, (7} ),V 7}, €S(x}).
17: =7,
18: end if
19z end for

20: Output: The best-known individuals {7/, 7,,-++, 7} in each subspace.

5.4. Two-stage deep exploitation

This paper explores promising solution regions within the subspace
through iterative destruction and construction of encoded individuals
within the subspace during the construction-based exploration. By
decoding the encoded individuals, the corresponding scheduling solu-
tions are obtained. Although the FAM and FOFI rules in the decoding
process can ensure the quality of the scheduling solutions to a certain
extent, there is still room for improvement. Therefore, this section de-
signs a two-stage deep exploitation method to thoroughly exploit
promising solution regions within the subspace. Specifically, starting
from the scheduling solution obtained by decoding the best-known
encoded individual in the subspace, multi-neighborhood operations
are utilized to search the neighboring solutions around this solution,
thereby identifying high-quality solutions deeply embedded in this re-
gion. Meanwhile, as shown by Theorem 3 in Section 4.3, reducing the
makespan (optimization objective) is only possible by adjusting the
processing operations of jobs on the critical path. Therefore, all opera-
tions in the two-stage deep exploitation designed in this section are
based on the critical path, effectively avoiding a large number of invalid
neighborhoods and thereby improving the search efficiency of the
algorithm.

critical operation

Since this section is designed based on the theory proposed in Section
4, the definitions of symbols involved in this section are the same as
those in Section 4.

5.4.1. Multi-neighborhood exploitation (First stage)

Studies have shown that efficient neighborhood operation strategies
can significantly enhance the search depth of the algorithm (Qian et al.,
2023). For example, H. Ding & Gu (2020) in their study on the flexible
job shop scheduling problem, and He et al. (2023) in their work on
multi-objective flow shop group scheduling problems effectively avoi-
ded numerous invalid neighborhood operations through critical path-
based methods. Moreover, among commonly used neighborhood
search operations, swap and insert neighborhood operations generate
new solutions that are closest to the original ones (Wang & Qian, 2012),
facilitating algorithmic search in a more compact solution space. Based
on the above research findings and Theorem 3 proposed in Section 4.3 of
this paper, the multi-neighborhood exploitation strategy was developed
to perform multi-neighborhood searches on the operation sequence
(corresponding to decision variable Yj; ,,;) obtained by decoding the
optimal encoded individual in the subspace, thereby achieving the
search for promising solution regions in the subspace. The specific
process is shown in Algorithm 4.

—

Operation sequence 7 _o [3[ 1421342314 2]a]1]4]2]3]1]2]4]

Randomly select the stage k of /-th cycles

Insert neighborhood

37\_@_2'3\1 2[4[3]1]2]4]

I
|
r—

{

3 12 4

Fig. 5. The swap neighborhood for the operation sequence.
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Algorithm 4: The multi-neighborhood exploitation

35: Output: operation sequence 7 o, scheduling solution 7 , makesp

for o' in N_CO,, do
sequence 7'_0.
FAM rule to obtain a new scheduling solution 7" .

if CI(7")<C, (7)do
x=x",m_o=1"_o
flag = true
break
end if

end for

if flag = true do
flag = false
break

end if

end for
for o in CO, do

fori= (IxK+k)xJ to (IxK+k+1)xJ do

sequence 7'_o.

FAM rule to obtain a new scheduling solution 7z".
Calculate the makespan C”"(7") of the new scheduling solution 7" .

i
if Cll(#") < Cpuu(7) do
zg=n",.m_o=n'_o.
flag = true.
break
end if

end for

if flag = true do
flag = false.
break

end if

end for

vt

Calculate the makespan C(z") of the new scheduling solution 7" .

an C_ (7).

: Input: operation sequence 7 _o , scheduling solution 7 and makespan C_ (7) of the decoding
individual 7", the set of job operations on the critical path CO ={CO, ,,CO, ,,...,CO, 4,....CO, } , the set
of job operations is not on the critical path N _CO={N_CO,,,N_CO,,,...N_CO, 4,...,N _CO, } .
Initialize: k = randomint(1,K) , | = randomInt(1,L) . Flag variable flag = false.
for o in CO,; do

wa ositions rations o and o' in ion sequence 7_o ain a new
Swap the positions of operatio and o' the operation sequence 7 _o to obt

Reassign machines to the processing operations based on the operation sequence 7'_0 and the

Remove operation o from 7 _o, and reinsert it into position i of 7z _o to obtain a new operation

Reassign machines to the processing operations based on the operation sequence 7'_0 and the

13
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31
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2 | 4
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Fig. 6. The insert neighborhood for the operation sequence.
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Stage2 machinel

Stagel machine2 — | ‘

iisei |

Stagel

)\
300

Makespan

Fig. 7. The Insert-based fast neighborhood exploitation.

Swap neighborhood operation: randomly select a processing opera-
tion belonging to the critical set in stage k of I-th cycle, swap this
operation with all non-critical path operations in stage k of I-th cycle,
and reassign machines for the operations based on the FAM rule. Taking
the operation sequence obtained from decoding in the appendix as an
example, the swap neighborhood operation is illustrated in Fig. 5.

Insert neighborhood operation: Randomly select a processing oper-
ation belonging to the critical set in stage k of [-th cycle, remove this
operation from the operation sequence, and reinsert it into all possible
positions in stage k of I-th cycle. Taking the operation sequence obtained
from decoding in the appendix as an example, the insert neighborhood
operation is illustrated in Fig. 6.

5.4.2. Insert-based fast neighborhood exploitation (Second stage)

After the neighborhood search on the operation sequence in the first
stage, we have optimized the operation sequence (corresponding to
decision variable Yj; 1), but there are still shortcomings in the opti-
mization of machine assignment for operations (corresponding to deci-
sion variable X x). Therefore, we designed an Insert-based fast
neighborhood exploitation method to further optimize the scheduling
solution obtained after the first stage of exploitation from the perspec-
tive of machine assignment for operations. In this process, using the
speed-up evaluation method proposed in Theorem 2 in Section 4.3, we
can significantly reduce the complexity of calculating the makespan for
the newly generated scheduling solution, thereby accelerating the

14

search efficiency. The Insert-based fast neighborhood exploitation is
described as follows: Traverse all the operations in the critical path
sequentially, remove the operation from the current machine, and insert
it into all possible positions on the machines of the same stage. Then, use
the speed-up evaluation method to compute the makespan. If the
makespan improves, update the critical path and restart from the first
operation on the critical path until the critical path no longer updates
and all operations on the critical are traversed. The specific process is
shown in Algorithm 5. Using the complete scheduling solution in the
appendix as an example, the Insert-based fast neighborhood exploitation
is shown in Fig. 7.

5.4.3. Reset strategy

The scheduling problem’s solution space determined by neighbor-
hoods or operations often has a big-valley landscape, where a large
number of local optima are densely scattered in the regions near the
bottom of the big valley (Z. C. Li et al., 2019; Qian et al., 2023). In the
proposed SDIG, two-stage deep exploitation utilizes several efficient
neighborhood searches to try to guide the search from the current
promising solution (i.e., the promising region found by the construction-
based exploration) in each subspace to the bottom of the big valley. This
means that the closer the searched or exploited position is to the bottom
of the big valley, the easier it is for the exploitation to fall into some local
optima.
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Algorithm 5: The Insert-based fast neighborhood exploitation

1: Input: A complete scheduling solution 7 ={7, |, 7, | ses T, | 1seees Ty psees T, )} » Makespan € (7) , the
set of job operations on the critical path CO .
2: Initialize: Flag variable flag = true.
3 while flag = true do
4: flag = false.
5 foroin CO do
6: Remove operation o from 7 to obtain a new scheduling solution z'.
7 Calculate the forward scheduling of 7' (i.e., obtain the completion time C,, ; for each operation
04 )
8: Calculate the backward scheduling of 7' (i.e., obtain the completion time 6“., for each operation
O i)
9: form=1to M, do
10: forc=1to N,,, do
11: Insert operation o to position ¢ of 7, ,, to obtain scheduling solution 7" .
12: Calculate the new makespan Clv(z") using the speed-up evaluation method.
113 end for
14: end for
15: 7" =argmin C.(7"),¥ 7" .
16: if CI(7')<C,.(7) do
17: flag = true.
18: r=x.
19: Update the set of job operations on the critical path CO.
20: break
21: end if
22: end for
23: end while

24: Output: scheduling solution 7 and makespan C, (7).

In the first stage, two-stage deep exploitation randomly selects crit-
ical and non-critical operations to construct neighborhood search, Thus,
if this exploitation is performed multiple times from the same promising
region, each time it is likely to reach the local optimal region at a
different depth through a different downward search path. That is, in
any subspace, when executing two-stage deep exploitation from the
corresponding promising region and falling into a local optimum (i.e.,
no improvement is observed after the number of J-L-K-p iterations,
where p is a variable parameter), the reset strategy should be adopted to
reset the current search position to the original promising region, and
then this exploitation should be executed again. This may boost the
search to find a local optimal region at a deeper position through other
paths, thereby obtaining a better solution. Obviously, combining the
reset strategy with two-stage deep exploitation is an effective mode to
prevent the proposed SDIG from getting stuck in local optima too early
and to achieve deeper exploitation, which is beneficial for improving the
SDIG’s performance.

Based on these analyses, the above reset strategy is incorporated into
the exploitation part of the SDIG.

5.5. Overadll procedure of SDIG

Based on the above algorithm description, the proposed SDIG algo-
rithm framework is shown in Fig. 8. The specific process is as follows:
Step 1: Initialization. A population of 200 encoded individuals is
randomly generated, and the critical SDIG parameters are initialized.
These include the SD parameter @, the subspace exploration radius

15

parameter f, the exploration time ratio parameter y, and the reset
strategy parameter p.

Step 2: All encoded individuals in the population are decoded and
evaluated. // Algorithm 1.

Step 3: Utilize UMAP to perform dimensionality reduction and
visualize the population.

Step 4: Utilize the improved k-means clustering algorithm to cluster
and decompose the dimensionally reduced population, achieving solu-
tion space decomposition and identifying the set pop = {r,, 7, -+, 7g}
formed by the best-known individual in each subspace. // Algorithm 2.

Step 5: Determine whether the exploration termination time has
been met. If not, go to Step 6; if met, go to Step 7.

Step 6: Perform construction-based exploration on individuals in
pop, update pop = {x}, 75, -+, g}, and return to Step 5. // Algorithm 3.

Step 7: Perform the multi-neighborhood exploitation (first stage
exploitation) on the operation sequence corresponding scheduling so-
lution 7, obtained by decoding the individual z, in pop. // Algorithm 4.

Step 8: Determine whether the scheduling solution 7z, has improved
after the first stage. If the scheduling solution 7, has improved, go to
Step 9; otherwise, go to Step 10.

Step 9: Perform the Insert-based fast neighborhood exploitation
(second stage exploitation) on the improved scheduling solution 7z, ob-
tained in the first stage, and update the historical global best-known
solution. // Algorithm 5.

Step 10: Determine whether 7, meets the reset condition. If this
condition is met, proceed to Step 11; otherwise, return to Step 7.
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Start

)

v

Initialize the population; initialize the critical parameters &, f, 7, p of SDIG

Initialization

|
v

Use Algorithm 1 to decode and evaluate all individuals in the population.

v

Use UMAP to perform dimensionality reduction and visualization on the population.

SD

v

individual in each subspace.

Use Algorithm 2 to perform clustering decomposition on the dimensionally reduced
population, and identifying the set pop = {7, 7, ---» 7, } formed by the current best-known

Does it satisfy the exploration
termination condition?

Y

Use Algorithm 4 to perform the first-stage exploitation

on the operation sequence corresponding solution 7,  |€—=—
obtained by decoding the individual 7, in pop.
4
Use Algorithm 3 to perform constructive-
based exploration on individuals in pop.
. Use Algorithm S to perform the second-stage
exploration exploitation on the improved solution 7 . exploitation
4 i .
Update the best-known solution. |
Update the pop.
Does the algorithm meet the N
time termination condition?
( End >
Fig. 8. The flowchart of SDIG for MRCRHFSP.
Table 6 Table 7
Parameter ranges for test instances. Values of five parameters for each factor level.

Parameter Size Parameters Factor levels
Number of jobs 10, 15, 20 1 2 3 4
Numb f st 5,6,7

umper o’ stages a 1.0 1.3 1.6 1.9
Number of reentrances 4,6,10 5 4 6 s
Number of machines in a stage 2,3 s o1 0.2 0.3 0.4
Processing times DU[1,30] 4 0'2 0'4 0.6 0.8
Mask switch time DU[1,5] 4 . . . .

Step 11: re-decoding individual z,, in the corresponding subspace to
obtain scheduling solution z,.

Step 12: Check if the termination time condition is met. If not, return
to Step 7; otherwise, terminate the algorithm and output the historical
best scheduling solution.
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5.6. Time complexity and space complexity of the SDIG algorithm

Before analyzing the time complexity and space complexity of the
proposed SDIG algorithm, the meanings of the following symbols need
to be clarified: N represents the number of randomly generated initial
encoding individuals, and Ny is the number of decomposed subspaces
(number of clusters). d represents the dimensionality of the data to be
clustered, and t is the number of iterations in the k-means algorithm. J
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Fig. 9. Main effects plot of SDIG parameters.
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Table 8
ANOVA results of SDIG parameters.
Source Sum of Squares Df Mean Square F-ratio P-value
Main effects
a 0.789061 3 0.26302 12.86 0.0000
0.538037 3 0.179346 8.77 0.0000
7 0.301062 3 0.100354 4.91 0.0026
P 6.21302 3 2.07101 101.23 0.0000
Interactions
a*p 0.301656 9 0.0335173 1.64 0.1069
a*y 0.174174 9 0.0193527 0.95 0.4865
arp 0.204652 9 0.0227391 111 0.3564
Py 0.246218 9 0.0273575 1.34 0.2201
prp 0.121263 9 0.0134737 0.66 0.7455
r*p 0.200802 9 0.0223114 1.09 0.3715
Residual 3.86652 189 0.0204578
Total 12.9565 255
2 4 6 8 0.1 0.2
A
A A
. A f s s
a * o - ] ¢
P s
A
.
B ' .
@

denotes the number of jobs, K is the number of processing stages, L is the
number of re-entries, and M is the total number of machines. § repre-
sents the number of jobs destroyed in the construction-based explora-
tion. Gmax is the number of iterations of the algorithm within the
specified maximum runtime.

According to Fig. 8, the proposed SDIG algorithm consists of the
following components: (1) Population initialization, (2) Space decom-
position, (3) Construction-based exploration, and (4) Two-stage deep
exploitation. In this algorithm, the time complexity of decoding and
evaluating (computing the objective function value) for an individual is
O(J-L-K-M), and the space complexity is O(J-L-K-M). Therefore, the time
complexity of population initialization with N individuals is
O(N-J-L-K-M), and the space complexity is O(N-J-L-K-M). For the space
decomposition, the time complexity of the dimensionality reduction and
visualization step using the UMAP algorithm is O(N-log(N)), and the
space complexity is O(N). The time complexity of the k-means clustering
step is O(N-Ni-t-d), and the space complexity is O(N). The time
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Fig. 10. Interaction effect plot of SDIG parameter pairs.

17



81

Table 9
Comparison results of the SDIG with the variants.

Instances SDIG_v1 SDIG_v2 SDIG_v3 SDIG_v4 SDIG_v5 SDIG

BST WST AVG BST WST AVG BST WST AVG BST WST AVG BST WST AVG BST WST AVG
10 x 5 x 4 0.47 2.31 1.06 2.56 3.47 2.64 1.86 3.70 2.01 0.93 2.56 1.46 0.00 2.55 1.20 0.00 2.08 1.06
10x5x6 0.49 2.45 1.21 1.80 3.27 2.55 0.82 2.45 1.57 0.16 1.96 1.16 0.49 2.61 1.39 0.00 1.96 1.00
10 x 5 x 10 0.62 1.53 0.64 1.75 2.45 1.82 0.92 2.45 1.22 0.82 2.15 1.20 0.00 1.43 0.66 0.00 1.23 0.57
10 x 6 x 4 0.44 2.40 1.46 2.40 5.24 3.54 1.31 2.40 1.92 0.66 2.84 1.64 0.44 2.84 1.81 0.00 2.18 1.16
10x 6 x6 0.29 1.62 0.81 1.17 3.52 2.23 0.88 1.91 1.26 0.29 1.32 0.90 0.29 2.50 0.98 0.00 1.17 0.70
10 x 6 x 10 0.55 3.94 1.72 1.19 3.76 2.55 0.64 2.84 1.53 0.09 2.94 1.52 0.55 2.39 1.54 0.00 2.11 1.28
10x7 x4 0.36 1.62 0.72 0.54 2.71 1.41 0.54 1.08 0.90 0.00 1.08 0.90 0.54 1.44 0.81 0.00 0.90 0.70
10x7x6 0.42 1.54 1.09 1.26 2.66 1.80 0.98 1.96 1.26 0.00 1.82 1.09 0.42 1.54 1.07 0.28 1.82 0.95
10 x 7 x 10 0.00 1.54 0.52 0.16 1.46 0.82 0.16 0.81 0.51 0.08 1.05 0.35 0.00 0.81 0.52 0.00 0.65 0.41
15x5x%x 4 0.17 1.52 0.95 0.51 1.69 1.08 1.52 3.55 2.42 0.51 1.52 1.01 0.17 1.69 1.00 0.00 1.35 0.83
15x5x6 0.93 2.32 1.36 1.28 3.02 2.15 1.39 3.14 2.46 0.70 2.32 1.68 0.93 2.09 1.44 0.00 1.74 1.15
15 x5 x 10 0.30 1.80 0.86 0.75 1.65 1.20 0.97 2.09 1.55 0.00 1.72 0.79 0.52 1.50 0.99 0.00 1.35 0.73
15x 6 x4 0.34 2.39 0.97 1.19 4.09 2.45 0.17 1.70 1.12 0.17 2.04 1.02 0.34 1.87 1.12 0.00 1.36 0.75
15x 6 x6 0.92 2.64 1.09 1.49 2.75 2.14 0.92 1.38 1.08 0.69 1.72 1.09 0.92 1.72 1.26 0.00 1.72 1.07
15 x 6 x 10 0.63 1.67 0.93 0.56 1.95 1.25 1.11 1.95 1.53 0.28 1.74 0.88 0.63 1.46 1.00 0.00 1.39 0.70
15x7 x4 0.33 1.99 1.40 2.66 4.98 3.85 1.16 2.49 1.88 0.33 3.49 1.43 0.33 2.49 1.71 0.00 1.33 0.73
15x7%x6 0.33 2.52 1.54 1.20 3.61 2.39 0.88 2.08 1.64 0.44 3.06 1.43 0.33 2.08 1.40 0.00 2.08 1.18
15 x 7 x 10 0.07 1.68 1.05 0.94 2.02 1.46 0.34 1.82 1.18 0.00 1.48 0.71 0.40 1.82 1.02 0.00 1.21 0.67
20x 5% 4 0.27 1.49 0.80 0.81 3.53 2.51 0.54 1.49 0.87 0.27 1.09 0.80 0.27 1.36 0.73 0.00 1.36 0.57
20x5x%x6 1.31 2.71 1.92 2.10 4.20 3.00 2.19 4.47 3.53 0.44 3.15 2.06 1.31 2.71 1.92 0.00 2.45 1.67
20 x 5 x 10 0.50 1.96 1.75 1.06 2.86 1.79 2.30 3.53 2.89 0.00 2.02 1.17 0.50 1.90 1.32 0.17 1.57 1.01
20 x 6 x 4 1.07 2.01 1.25 2.28 4.43 3.07 1.48 2.82 2.07 0.67 2.15 1.21 1.07 3.36 1.60 0.00 1.48 0.90
20 x 6 X 6 0.86 2.39 1.22 0.96 2.87 1.94 1.82 2.87 2.40 0.29 1.82 1.55 0.86 2.11 1.39 0.00 1.72 1.16
20 x 6 x 10 0.60 1.64 1.07 1.04 2.13 1.63 1.42 2.57 2.03 0.22 1.69 1.02 0.60 1.58 1.00 0.00 1.53 0.79
20x 7 x4 0.76 2.28 1.57 1.39 2.78 2.02 1.64 3.03 2.29 0.88 2.15 1.49 0.76 2.02 1.26 0.00 1.64 1.07
20x7%x6 0.00 1.42 0.80 1.88 2.76 2.15 0.89 1.87 0.94 0.63 1.51 0.72 0.00 1.60 0.73 0.98 1.24 0.85
20 x 7 x 10 0.54 1.13 0.77 0.48 1.51 1.08 0.70 1.34 1.01 0.48 1.18 0.82 0.54 1.29 0.86 0.00 1.02 0.65
Average 0.50 2.02 1.13 1.31 3.01 2.09 1.09 2.35 1.67 0.37 1.96 1.15 0.49 1.95 1.18 0.05 1.55 0.90
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Fig. 11. Means plots with 95% Tukey’s HSD confidence interval and box plots for SDIG against five variants.

complexity of the construction-based exploration is O(f-Ni-J?-L-K-M),
and the space complexity is O(Ni-J-L-K-M). The time complexities of the
critical path-based swap neighborhood search and insert neighborhood
search in the two-stage deep exploitation are both O(J?-L-K-M). Thus,
the time complexity of the first-stage exploitation is O(2-Nj-J*-L-K-M)
and the space complexity is O(Ni-J-L-K-M). The time complexity of using
the speed-up evaluation method to compute the objective function for
individuals in the insert-based fast neighborhood exploitation is O(1).
Therefore, the time complexity of the Insert-based fast neighborhood
exploitation is O(Ny-J-L-K-M), and the space complexity is
O(Ni-J-L-K-M).

In summary, the time complexity of the SDIG algorithm is
O(N-J-L-K-M)+O(N-log(N))+O(N x Ngx tX d)+Gmax-{O((B-T+ 2-J+
1)-(Nx-J-L-K-M))}, and the space complexity is O(Ni-J-L-K).

The two-stage deep exploitation in the SDIG algorithm is designed
based on the critical path, which effectively avoids a large number of
invalid neighborhood operations. It reduces the time complexity of
traditional swap and insert neighborhoods from O(J3-L-K-M) to
O(J%-L-K-M). Additionally, the speed-up evaluation method (used only
in the insert neighborhood) reduces the complexity of computing the
objective function from O(J-L-K-M) to O(1). The combination of the
critical path and accelerated evaluation greatly enhances the search
efficiency of the algorithm. As a result, the SDIG algorithm can perform
more search operations within the same amount of time. This, in turn,
demonstrates superior performance in the subsequent experimental
sections.

6. Experimental comparisons and statistical analysis

In this section, numerical simulations and experiments on different
scales of MRCRHFSP instances are conducted to verify the effectiveness
of SDIG in solving the MRCRHFSP problem. First, a detailed experi-
mental setup is introduced in Section 6.1. Subsequently, the impact of
critical parameters in SDIG is discussed in Section 6.2. In Section 6.3,
five variant experiments are designed to demonstrate the effectiveness
of key components in SDIG. Finally, in Section 6.4, SDIG is compared
with some current advanced algorithms through comparative statistical
analysis.

6.1. Experimental setup

Due to the proprietary nature of real-world wafer production data
and the difficulty of accessing such data, we generated test instances for
MRCRHFSP by referring to the dataset generation methods of Cho
(2011) for reentrant hybrid flow shop scheduling problems and Ham
(2018) for dual-resource-constrained lithography scheduling problems.
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Based on the parameter ranges in Table 6, a total of 27 test instances

were created.
To evaluate the performance of the algorithm, the relative percent-
age deviation (RPD) shown in Eq. (45) is used as a performance metric.
fa 7fb

RPD ="*—=x 100
fo

(45)

Where f;, is the best response value generated by all comparison algo-
rithms, and f; is the response value obtained by the current algorithm.
The RPD metric quantifies the discrepancy between the response values
of all algorithms and the best response value obtained currently. The
smaller the RPD value, the better the algorithm performance. To ensure
the fairness of all experiments, the runtime of each algorithm is set to
J? x K x L x 0.005 seconds. Finally, all algorithms are developed using
Python 3.9 based on PyCharm and run on a PC with Windows 11 OS, an
Intel (R) Core (TM) i5-12400 2.50 GHz CPU, and 16 GB RAM.

6.2. Parameter calibration

Appropriate parameters play a crucial role in the solution quality and
computational efficiency of SDIG. There are four key parameters in
SDIG: SD parameter a, subspace exploration radius parameter f, and
exploration time ratio parameter y, as well as the reset strategy
parameter p. This section uses the design of experiments (DOE) method
to conduct parameter analysis experiments, thereby determining the
parameter values for SDIG.

In this section, four instances with scales of 10 x 5x 6, 10 x 6 x 6,
15x 5x 6, and 10 x 4 x 6 were selected from the MRCRHFSP test
dataset for parameter experiments. The parameter level values are
shown in Table 7. To statistically reveal the main effects and interaction
effects of the parameters, a full factorial experimental design was carried
out for all combinations, including 4* = 256 parameter combinations.
For each parameter combination, SDIG performed 10 independent ex-
periments with a termination condition of 10 s, and the average fitness
value (AVF) was calculated according to Eq. (46) as the response value
for each parameter combination.

R

(46)

where f; is the objective function value obtained by the algorithm under
the given conditions in the r-th experiment for each instance, and R is the
number of experiments.

Analysis of Variance (ANOVA), as a powerful tool for parameter
analysis, is used to determine whether there are significant differences
among multiple group means. In recent years, it has been widely applied
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Table 10
Comparison results of SDIG with the state-of-the-art algorithms.

Instances CAGA CSA HEA DABC IGwS SDIG

BST WST AVG BST WST AVG BST WST AVG BST WST AVG BST WST AVG BST WST AVG
10 x 5 x 4 7.87 9.26 8.68 1.16 4.17 2.75 1.62 3.47 2.55 1.85 3.70 2.55 1.16 2.08 1.50 0.00 2.08 1.06
10x5x6 5.71 7.18 6.46 0.82 2.45 1.76 0.16 2.28 1.45 0.82 2.45 1.71 0.82 1.96 1.32 0.00 1.79 0.83
10 x 5 x 10 7.28 8.00 7.71 1.54 4.00 2.82 0.72 2.56 1.87 1.44 3.18 2.08 1.44 1.74 1.60 0.00 1.85 0.98
10 x 6 x 4 8.73 9.83 9.32 0.00 4.37 1.53 0.00 1.53 1.05 0.66 2.40 1.42 1.31 2.62 1.86 0.00 2.40 1.46
10x 6 x6 6.30 7.76 7.13 0.73 2.34 1.83 0.88 1.90 1.43 0.88 2.34 1.60 0.29 1.76 0.95 0.00 1.32 0.51
10 x 6 x 10 5.70 6.89 6.44 1.19 3.31 2.47 1.47 2.48 1.84 1.47 3.31 2.51 1.75 3.03 1.75 0.00 1.75 1.72
10x7 x4 3.97 5.96 5.00 0.18 1.44 0.94 0.00 1.08 0.72 0.54 1.62 0.90 0.72 0.90 0.79 0.00 0.90 0.47
10x7x6 5.74 7.00 6.44 0.84 2.38 1.58 0.84 1.96 1.29 0.56 1.82 1.40 0.00 1.68 0.81 0.14 1.40 0.95
10 x 7 x 10 3.43 4.40 3.75 0.57 1.55 1.22 0.73 1.71 1.17 0.82 2.04 1.40 1.22 1.63 1.40 0.00 1.14 0.54
15x5x%x 4 4.37 5.55 4.79 2.18 4.54 3.29 2.18 3.70 2.40 1.68 3.87 2.54 1.18 3.53 2.22 0.00 1.01 0.44
15x5x6 4.84 5.65 5.21 2.08 4.04 3.32 2.31 3.34 2.84 1.38 4.27 2.28 1.73 2.42 2.11 0.00 1.04 0.66
15 x5 x 10 4.14 4.89 4.63 2.11 3.46 2.89 1.88 3.08 2.41 2.18 2.78 2.65 1.73 2.33 2.08 0.00 2.26 1.39
15x 6 x4 7.69 9.06 8.36 1.37 3.76 2.75 1.71 3.25 2.80 1.54 291 2.34 0.68 1.71 1.32 0.00 1.37 0.65
15x 6 x6 4.23 5.26 4.81 1.03 2.06 1.59 0.69 1.83 1.39 1.14 2.63 1.87 0.34 1.37 0.61 0.00 1.03 0.74
15 x 6 x 10 3.61 4.73 4.25 2.08 3.06 2.54 0.97 1.88 1.47 1.67 3.06 2.34 1.18 2.08 1.63 0.00 1.39 0.65
15x7 x4 6.78 8.43 7.93 1.65 3.31 2.60 1.65 3.31 2.78 0.99 3.97 2.51 0.50 2.15 1.07 0.00 1.49 0.89
15x7%x6 5.01 6.09 5.67 0.87 3.05 1.93 1.20 2.61 1.86 1.09 2.72 1.92 0.54 1.96 1.16 0.00 1.52 0.99
15 x 7 x 10 5.62 7.03 6.53 1.07 2.48 1.96 0.80 1.61 1.10 0.80 1.20 0.80 0.47 1.20 0.89 0.00 0.80 0.58
20x 5% 4 2.85 3.66 3.13 0.68 2.44 1.27 0.68 1.76 1.41 0.54 1.90 1.12 0.27 1.22 0.66 0.00 0.68 0.47
20x5x%x6 4.67 5.45 5.08 2.59 4.75 3.85 0.00 3.20 1.74 3.03 4.24 3.76 1.82 2.68 2.36 0.00 1.38 0.60
20 x 5 x 10 3.10 3.82 3.39 1.66 3.32 2.79 0.00 2.71 1.38 1.77 2.43 2.16 0.83 1.77 1.36 0.06 0.77 0.51
20 x 6 x 4 4.15 6.29 5.86 2.28 4.55 3.32 2.41 4.02 3.43 1.74 4.15 2.97 0.54 2.14 1.55 0.00 1.87 0.98
20 x 6 X 6 4.49 5.45 4.96 2.58 4.40 3.40 2.58 3.35 2.87 1.72 3.54 2.43 1.91 2.39 2.22 0.00 1.72 1.12
20 x 6 x 10 3.26 4.18 3.70 2.50 3.53 3.03 1.47 2.07 1.89 2.17 3.15 2.63 1.09 217 1.52 0.00 1.03 0.52
20x 7 x4 4.26 5.64 4.89 2.26 4.14 3.20 0.00 3.26 2.29 1.75 3.63 2.64 0.88 2.13 1.59 0.00 1.13 0.68
20x7%x6 3.47 5.25 4.57 2.23 3.65 2.66 1.60 2.49 2.13 2.23 3.12 2.61 0.45 1.87 1.02 0.00 1.78 0.98
20 x 7 x 10 2.89 3.58 3.28 0.80 1.55 1.13 0.27 1.12 0.80 0.86 2.35 1.66 0.32 0.86 0.56 0.00 0.54 0.29
Average 4.97 6.16 5.63 1.45 3.26 2.39 1.07 2.50 1.86 1.38 2.92 2.10 0.91 1.97 1.40 0.03 1.40 0.80
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Fig. 12. Means plots with 95% Tukey’s HSD confidence intervals and box plots for SDIG and five algorithms.

to parameter tuning for various scheduling problem-solving algorithms
(Y.-Y. Huang et al., 2021; Pan et al., 2019; Zhang et al., 2022).

The main effects plot of SDIG for the 4 parameters and 4 levels on the
test instances are shown in Fig. 9, and the ANOVA results are presented
in Table 8. In the ANOVA table, the P-value is used to determine whether
the parameter is significant, while the F-ratio describes the degree of
significance. From Table 8, it can be seen that all parameters have P-
values less than 0.05, indicating that they are significant parameters in
the algorithm with statistical significance. Furthermore, based on the
ranking of the F-ratio values in Table 8, the parameters affecting SDIG
performance are ordered by significance from high to low as p, a, f, 7.
This is consistent with the main effects plot.

Although the main effect plots can easily identify the optimal
parameter combination, analyzing the parameter values is meaningless
if there is a significant interaction between the parameters. Therefore,
we further examined the interaction between the four parameters, as
shown in Table 8. From Table 8, it can be seen that the P-Values for the
interactions between each pair of parameters are all greater than 0.05,
indicating that the interactions between the parameters are not signifi-
cant. At the same time, Fig. 10 shows the interaction plots between the
parameters, from which it can be seen that the interactions between the
parameters are relatively weak, which is with the conclusions drawn
from the table. In addition, the P-values for individual parameters are
significantly larger than those for interactions, indicating that the in-
teractions between parameters can be ignored. Based on this theoretical
foundation and Fig. 9, it is clear that SDIG has the smallest response
values when a = 1.6, f = 4, y = 0.2, p = 0.8. Therefore, it can be
concluded that SDIG performs better with this parameter combination
compared to others. Thus, this parameter combination will be used in
the following experiments in this section.

6.3. Performance analysis of key components in the SDIG

To improve the search performance and efficiency of SDIG, four in-
novations are described in detail in Section 5, specifically, the SD in
Section 5.2, the construction-based exploration in Section 5.3, the two-
stage deep exploitation in Section 5.4, and the reset strategy in Section
5.5. To verify the effectiveness of these innovations, this section con-
structs some variants of SDIG for experimental analysis. SDIG_v1 ex-
cludes the SD, SDIG_v2 excludes the construction-based exploration,
SDIG_v3 excludes the multi-neighborhood exploitation (First stage),
SDIG_v4 excludes the Insert-based fast neighborhood exploitation (Sec-
ond stage), and SDIG_v5 excludes the reset strategy.

To ensure the fairness of the experiments, it should be clarified that
each variant algorithm only eliminates one phase, with all other parts
remaining identical. All algorithms run independently 10 times on each
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example, and the average objective function value from Eq. (46) is used
as the response value of the algorithm, and the relative percentage de-
viation (RPD) from Eq. (45) is used as the performance indicator of the
algorithm. The experimental results are shown in Table 9, with the best-
performing values highlighted in bold. To determine whether the dif-
ferences between SDIG and the other variant algorithms are statistically
significant, ANOVA was conducted in this section, and mean plots with
95 % Tukey’s HSD confidence intervals and box plots of different al-
gorithms were drawn, as shown in Fig. 11. As can be seen from Table 9,
SDIG outperforms its variant algorithms in almost all cases. At the same
time, from the interval plots in Fig. 11, it can be seen that the intervals of
SDIG and the other variant algorithms do not overlap, indicating that
there are significant differences between SDIG and the other variant
algorithms, which means that SDIG is significantly better than the other
variant algorithms in terms of the RPD performance indicator. In addi-
tion, from the box plots in Fig. 11, it can be seen that the box length of
SDIG is significantly smaller than that of its variant algorithms, indi-
cating that SDIG has better stability. In summary, all phases of the
designed SDIG effectively improve the performance and stability of the
algorithm.

The performance analysis of the key components of SDIG is as
follows:

(1) The SD method: By decomposing the solution space, multiple
subspaces with potential search values can be identified. On this
basis, further searches are conducted in the subspaces, preserving
solution diversity while only adding minimal computational
costs, and avoiding the risk of getting trapped in a single local
optimum for a short time. If deep searches are conducted only on
the best-known individual in the initial population, it can
significantly reduce computational costs but may lead to pre-
mature convergence, making the algorithm prone to a single local
optimum. On the other hand, using a random method to
decompose the solution space increases the diversity of solutions
but lacks the perception of the solution space. This may result in
further searches on multiple similar individuals that are not in the
promising regions, greatly wasting search costs and making it
difficult to find truly satisfactory solutions. Therefore, SDIG ex-
hibits superior performance in comparison to SDIG_v1.

The construction-based exploration: After the SD is achieved. The
best-known individuals in each subspace may not necessarily be
in the promising regions of the current subspace. Therefore, it is
necessary to extensively explore the current subspace. The
destruction and construction can roughly explore the solution
regions near the best-known solution in the subspace while
retaining some high-quality solution structure information.

(2)
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Fig. 13. Convergence traces of SDIG versus the other five algorithms on 6 different-scale instances.

Meanwhile, the swap-based neighborhood search allows for more
detailed exploration, guiding individuals to move toward prom-
ising solution regions and laying the foundation for subsequent
two-stage deep exploitation. Therefore, SDIG exhibits superior
performance in comparison to SDIG_v2.

The multi-neighborhood exploitation (first stage): Although the
FOFI and FAM rules are used in decoding individuals to ensure
the quality of the solution to a certain extent, the rules for
operation sequencing and machine allocation are short-sighted. It
can only make decisions based on the current availability of
machines, without considering the impact on subsequent opera-
tions. Therefore, it is necessary to perform appropriate neigh-
borhood searches on the operation sequence obtained after
decoding the individuals to increase the search depth of the al-
gorithm. At the same time, the multi-neighborhood exploitation
is constructed based on the swap and insert neighborhood
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(4

-

operations combined with the critical path characteristics, which
avoids a large number of invalid neighborhood operations and
accelerates the efficiency of the algorithm. Therefore, SDIG ex-
hibits superior performance in comparison to SDIG_v3.

The Insert-based fast neighborhood exploitation (second stage):
Although the first stage has conducted in-depth searches on the
operation sequence of the individuals, it still lacks search depth in
the machine allocation aspect. Therefore, based on the speed-up
neighbor evaluation method and critical path property, we
designed a specific Insert-based fast neighborhood search for the
scheduling solution determined by the best-known operation
sequences obtained. This significantly reduces the computational
complexity of the algorithm while enabling more detailed
searches, further enhancing the algorithm’s performance.
Consequently, SDIG exhibits superior performance compared to
SDIG_v4.
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Fig. 14. Gantt chart of the best-known solution obtained by SDIG for instance 10 x 5 x 4.

(5) The reset strategy: When the algorithm falls into a local optimum
while conducting the in-depth search on the subspaces, The reset
strategy can be used to return the current individual to its state
before the exploitation, and then perform the two-stage deep
exploitation process again. This strategy enriches the diversity of
local optima, providing more options for further optimization. As
a result, SDIG exhibits superior performance in comparison to
SDIG_v5.

6.4. Comparison SDIG with the state-of-the-art methods

Currently, there are very few algorithms available for solving
MRCRHFSP. Generally, for new or less studied problems, the main-
stream academic approach is to select algorithms that solve similar
problems for comparison to validate the effectiveness of the proposed
algorithm. Therefore, this paper compares SDIG with the discrete arti-
ficial bee colony (DABC) algorithm(Pan et al., 2014) for HFSP, the
chaos-enhanced simulated annealing (CSA) algorithm(Lin et al., 2021),
the hybrid evolutionary algorithm (HEA) (Fan et al., 2023), the iterated
greedy algorithm with speed-up mechanism (IGwS) (Fernandez-Viagas,
2022), and the cooperative adaptive genetic algorithm (CAGA) for
solving RHFSP with sequence-dependent setup times and limited buffers
(Zheng et al., 2023). For experimental fairness, the main frameworks
and encoding/decoding methods of the aforementioned algorithms were
not modified; they were directly applied to solve MRCRHFSP, with
parameter settings identical to their original papers. All algorithms were
run independently 20 times on each instance.

The average objective function value calculated by Eq. (46) was used
as the response value, and the relative percentage deviation (RPD)
defined by Eq. (45) was used as the performance measure. The experi-
mental results are shown in Table 10, with the best results highlighted in
bold. To make the experimental results more convincing, a multifacto-
rial ANOVA was conducted, similar to Section 6.3, was performed to
verify that the results were statistically significant. The 95 % Tukey HSD
confidence interval mean plots and box plots for SDIG and the compared
algorithms at different CPU run times are shown in Fig. 12.

As shown in Table 10, SDIG outperforms the other compared algo-
rithms in almost all instances. The mean plots show that there is no
overlapping region between SDIG and the other algorithms, and the RPD
is smaller, indicating that SDIG’s performance is statistically superior. In
addition, the box plots show that SDIG’s results are more concentrated
with smaller variances, indicating better stability and robustness
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compared to the other algorithms. Furthermore, to better demonstrate
the convergence of the algorithms, six instances were selected for
testing: 10 x 5 x 4,10 x 6 X 6,15 x5 x 4,15 x 5 x 6,20 x 5 x 4, and
20 x 5 x 6 for testing. The convergence curves of SDIG and the
compared algorithms are shown in Fig. 13. SDIG exhibits superior
convergence compared to the other algorithms. In addition, there is a
distinct step in the SDIG convergence curve, which marks the transition
from exploration to exploitation. This indicates that once the promising
regions are found in the subspace exploration process, the exploitation
phase can quickly converge to a higher-quality solution.

Finally, this paper presents the Gantt chart of the solution obtained
by the SDIG algorithm for the 10 x 5 x 4 instance, as shown in Fig. 14,
where the makespan is 438. From Fig. 14, it can be seen that almost all
jobs in the bottleneck stage are seamlessly connected, and the jobs in the
non-bottleneck stage are scheduled as compactly as possible. This in-
dicates that the proposed SDIG can effectively solve the MRCRHFSP and
obtain high-quality scheduling schemes.

The performance differences of various algorithms in solving
MRCRHSSP fundamentally stem from their encoding and decoding
methods and evolutionary mechanisms. Among these algorithms, CAGA
and CSA perform the worst, primarily because they adopt an operation-
based encoding-decoding approach rather than a job-based approach.
This expands the solution search space J! to (J x K x L)!, where J rep-
resents the number of jobs, K is the number of stages, and L is the
number of cycles. Although operation-based encoding-decoding can
explore the solution space in greater detail, it requires substantial
computational resources, making it difficult to converge to high-quality
solution regions within a limited time frame. For the second tier of al-
gorithms, HEA and DABC, a job-based encoding-decoding method is
employed. By leveraging heuristic rules to order operations, these al-
gorithms can ensure a certain level of solution quality while narrowing
the search space. However, since both algorithms utilize population-
based evolutionary mechanisms and lack acceleration strategies based
on problem characteristics, they exhibit higher time complexity, which
leads to significantly poorer search efficiency compared to the IGWS and
SDIG algorithms. As shown in Fig. 13, even at the deadline, HEA has not
yet converged, there is still considerable room for improvement in the
optimization objective value. The top-performing algorithms are IGWS
and SDIG. Both use job-based encoding-decoding methods. IGWS em-
ploys a single-individual evolutionary mechanism, initializing the so-
lution with the NEH heuristic and further optimizing it. This approach
ensures fast convergence, as demonstrated in Fig. 13. However, due to
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the limited diversity of its single individual, IGWS tends to fall into local quickly falling into local optima. The parallel multi-modal search
optima and struggles to explore deep, high-quality solutions across mechanism implements extensive and in-depth parallel searches for
multiple regions. In contrast, the SDIG algorithm proposed in this study each subspace through construction-based exploration and two-stage
decomposes the solution space during the initial stage and iteratively deep exploitation, thus achieving a good balance between exploration
optimizes the best-known solutions within subspaces. While this adds and exploitation.
slight computational complexity, it enriches the search region. Addi- In future research, the following valuable directions exist: (1) further
tionally, as discussed in Sections 5.4.1 and 5.4.2, the multi- extending the MRCRHFSP by incorporating buffer capacities between
neighborhood exploitation based on the critical path and the Insert- stages and wafer transportation time into the scheduling framework, to
based fast neighborhood exploitation enhance the algorithm’s search enhance the realism of the wafer fabrication workshop scheduling
efficiency. As a result, the SDIG algorithm demonstrates significant ad- problem model. (2) Consider order-driven MRCRHFSP and design dy-
vantages in comparative experiments. namic scheduling strategies to solve it. In actual production activities,
In summary, CAGA and CSA adopt operation-based enco- dynamic orders are the source of production demand, which makes
ding-decoding methods with population-based evolutionary mecha- research on order-driven MRCRHFSP more practical. (3) Apply SDIG to
nisms. HEA and DABC employ job-based encoding-decoding with solve other combinatorial optimization problems (COPs) to verify its
population-based evolutionary mechanisms. IGWS uses job-based generality and effectiveness.
encoding-decoding combined with a single-individual evolutionary
mechanism. SDIG also uses job-based encoding—decoding but integrates CRediT authorship contribution statement
a limited-individual evolutionary mechanism, and designs two methods
to improve the search efficiency of the algorithm. These differences in Feng-Shun Zhou: Writing — original draft, Validation, Software,
encoding-decoding methods and evolutionary mechanisms fundamen- Methodology, Investigation, Data curation. Rong Hu: Writing — review
tally explain the variation in performances among the algorithms. & editing, Supervision, Methodology, Funding acquisition. Bin Qian:
Writing — review & editing, Methodology, Funding acquisition,
7. Conclusions Conceptualization. Qing-Xia Shang: Writing — review & editing, Su-
pervision. Yuan-yuan Yang: Writing — review & editing, Investigation.
Based on the reentrant hybrid flow shop scheduling problem, We Jian-Bo Yang: Writing — review & editing, Supervision.

further consider practical factors such as mask resource constraints and
sequence-dependent setup times during the photolithography stage
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Appendix 1

The appendix includes the six materials required for the paper titled “Spatial Decomposition-Based Iterative Greedy Algorithm for the Multi-
Resource Constrained Re-entrant Hybrid Flow Shop Scheduling Problem in Semiconductor Wafer Fabrication.”

Part 1. A simple example of the encoding and decoding strategy

To gain a deeper understanding of the encoding and decoding strategy of the SDIG algorithm for MRCRHFSP, a simple example is provided below.
The number of jobs J = 4, the number of processing stages K = 4, and the number of machines in each processing stage M; =2, My, = 3, M3 = 1,
M, = 2 with re-entry cycles L = 4. The processing times of the jobs are illustrated in Table 1*, the required masks for the jobs are illustrated in
Table 2*, and the mask switch setup times are illustrated in Table 3*. The encoded individualz” = [3, 1, 4, 2], after decoding as described in Section
5.1, results in the operation sequencezr_ 0 =[3,1,4,2,1,3,4,2,3,1,4,2,3,1,4,2,3,1,2,4,3,1,2,4,3,1, 2,4, 3,1, 2, 4], machine sequencer_m = [1,
2,2,1,1,2,3,2,1,1,1,1,1,1,1,2,1,2,1,2,1,1,1,2,1,1,1,1, 2,1, 2, 1], and a complete scheduling solution II are generated, with a makespan of
582. The entire decoding process and the Gantt chart corresponding to the obtained scheduling solution after decoding are shown in Fig. 1*.
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Fig. 1*. Numerical example of the decoding strategy.
Table 1*
Job processing time.
Job Process 1 Process 2
Stage 1 Stage 2 Stage 3 Stage 4 Stage 1 Stage 2 Stage 3 Stage 4
1 80 58 37 18 53 47 72 47
2 47 98 22 29 70 77 22 65
3 85 36 18 50 32 25 54 69
4 39 66 25 95 53 77 77 37
Table 2*
Mask required for the job.
Job Process 1 Process 2
1 4 1
2 8 6
3 5 3
4 2 7
Table 3*
Mask switching setup time.
Mask 1 2 3 4 5 6 7 8
1 0 1 29 1 8 8 16 29
2 21 5 13 24 5 25 8
3 27 15 0 30 8 1 20 24
4 14 15 12 0 8 23 30 10
5 22 28 24 13 0 13 18 7
6 7 27 18 13 19 0 11 14
7 20 15 5 25 5 25 0 17
8 2 25 8 1 2 25 23 0
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Part 2. Validation of the proposed MIP model in the paper using the Gurobi solver

To validate the correctness and applicability of the proposed MIP model in this paper, we used the example in Part 1 and verified the model with
the Gurobi solver. Computational experiments showed that the proposed MIP model accurately captured the problem constraints and produced the
optimal feasible schedule as illustrated in Fig. 2*, with a makespan of 580.

Part 3. Examples of forward scheduling and backward scheduling

To gain a deeper understanding of the forward and backward scheduling processes, we use the decoded scheduling solution from Part 1 as an
example. The Gantt chart corresponding to the forward scheduling solution, calculated based on Egs. (14)-(18) in the main text, is shown in Fig. 3*.
The Gantt chart corresponding to the backward scheduling solution, calculated based on Egs. (19)-(23), is shown in Fig. 4*.
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Fig. 2*. The Gantt chart corresponding to the optimal schedule solution obtained by the Gurobi solver.
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Fig. 3*. Forward Schedule Gantt chart.
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Fig. 4*. Backward schedule Gantt chart.

Part 4. Examples of the Theorem 1

Taking the scheduling solution provided in Part 1 as an example, the critical paths for forward and backward scheduling (Theorem 1) are shown in
Fig. 5* and Fig. 6*.

A

1 Jobl

] Job2
Stage4 machine2 [1Job3

[ Job4
Stage4 machinel — Critical Path
Stage3 machinel
Stage2 machine3
Stage2 machine2
Stage2 machinel
Stagel machine2
Stagel machinel

T T T T T >
100 200 300 400 500 582600
Makespan
Fig. 5*. The forward schedule critical path.
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Fig. 6*. The backward schedule critical path.
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Taking the scheduling solution provided in Part 1 as an example, the schematic diagrams for the speed-up evaluation of the insertion neighborhood
(Theorem 2) in the photolithography and non-photolithography stages are shown in Fig. 7* and Fig. 8*.
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(b) Gantt chart of the backward scheduling after removing non-bottleneck stage operation
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(c) Speed-up evaluation Gantt chart after the insertion of non-bottleneck stage operation

Fig. 7*. Speed-up evaluation for non-bottleneck stages.
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(a) Gantt chart of the forward scheduling after removing bottleneck stage operation
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(¢) Speed-up evaluation Gantt chart after the insertion of bottleneck stage operation

Fig. 8*. Speed-up evaluation for the bottleneck stage.
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Taking the scheduling solution provided in Part 1 as an example, the schematic diagrams for Theorem 3 are shown in Fig. 9*.
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Fig. 9*. Schematic diagram of Theorem 3.

Data availability
Data will be made available on request.
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