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ABSTRACT

The present study is to evaluate the performance of different aggregate production planning (APP) strategies in presence of uncertainty. Therefore, the relevant models for APP strategies including the pure chase, the pure level, the modified chase, the modified level and the mixed chase and level strategies are constructed by using both multi-objective programming and simulation methods.

The models constructed for these strategies are run with respect to the corresponding objectives/criteria in order to provide business insights to operations managers about the effectiveness and practicality of various APP strategies in presence of uncertainty. The real world operational data are collected from soft drink industry to validate and implement the models.

Multiple criteriadecisionmaking (MCDM) methods are used besides multi-objective optimisation to assess the overall performance of each APP strategy. A detailed sensitivity analysis is also conducted by changing the criteria weights in MCDM methods to evaluate the impacts that these weight changes can have on the final rank of each APP strategy.

The results of the simulation models are compared to those of multi-objective optimisation models. In general, in both mathematical programming and simulation models, the pure chase and the modified chase strategies presented the best performance, followed by the pure level strategy.

1. Introduction

1.1. General overview

Aggregate production planning (APP) is a medium range production and employment planning that normally spans a time horizon which ranges from 3 to 18 months and is about determining the optimum production quantities, hiring and lay off rates, work force and inventory levels, backordering and subcontracting volumes, and so on for each time period within the planning horizon subject to the limitations of available production resources. Such planning technique typically involves one product or a family of similar products, i.e. products with similarities in production process, skills required, materials needed, etc. despite minor differences so that considering the problem from an aggregated viewpoint is still valid.

APP has attracted considerable attention from both practitioners and academia [1]. Since 1955 that the pioneering studies by Holt et al. [2] and Holt et al. [3] proposed linear decision rule, and Bowman [4] suggested transportation method to deal with APP, researchers have developed different methodologies to handle the APP problem.

Fig. 1 outlines the APP position among other types of production planning and control techniques, and their interconnected relationships from a holistic perspective. As can be seen from the Fig. 1, in the hierarchy of production planning and control activities, APP falls between long-term strategic planning decisions such as new product development and short term shop floor scheduling practices.

The forecasted demand acts as the driving force of the APP system. Seasonal demand patterns together with unpredictability inherent in quantity and timing of received orders makes the whole APP system uncertain, which in turn recommends utilising a decision modelling tool that takes account of these uncertainties.

As such, due to the dynamic nature of APP and instable states of real world industrial environments, the deterministic models for APP would lead to unrobust decisions. Moreover, similar to other production
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planning family members, APP also involves several objectives/criteria in practice.

Therefore, the present study utilizes a novel stochastic, nonlinear, multi-stage, multi-objective decision making model of APP which considers multiple objectives such as total revenue, total production costs, total labour productivity costs, total costs of the changes in workforce level and customer satisfaction subject to bounds on inventory, backorder, subcontracting, workforce level, and so forth under uncertainty.

In the first phase, the comprehensive stochastic, nonlinear, multi-objective mathematical programming model of APP which was developed in our previous research, under the primary mixed chase and level strategy subject to demand uncertainty, is reconsidered. WWW-NIMBUS software [5] will be used to solve this stochastic, nonlinear, nonconvex, non-smooth, non-differentiable, multi-objective optimisation model of the APP problem.

Then, the relevant models for other APP strategies including the pure chase, the pure level, the modified chase and the modified level are derived from the fundamental model developed for the mixed chase and level strategy. The same procedure, as described above, follows to solve the models constructed for these strategies with respect to the aforementioned objectives/criteria to provide managerial and business insights for operations managers about the effectiveness and usefulness of various APP policies.

Additive value function (AVF), the technique for order of preference by similarity to ideal solution (TOPSIS) and VIKOR, as multiple criteria decision making (MCDM) methods, are also utilised in addition to multi-objective optimisation to evaluate the overall performance of each APP plan.

An integrated discrete event simulation (DES) and system dynamics (SD) modelling of APP strategies is also presented, and the results are compared to those of mathematical models.

The paper is further organised as follows. In the next two parts the regular APP options and policies are explained, and then the problem under study is described. Section 2 briefly reviews the most relevant literature; the research gaps and contributions of the present study are also presented in this section. In Section 3, mathematical models are developed, and run for different APP strategies. In Section 4, APP strategies are analysed in detail by applying MCDM methods and conducting sensitivity analysis, together with simulating APP strategies and comparing its results with those of mathematical programming. Finally the conclusions and possible future research extensions are presented in Section 5.

Fig. 1. The diagram which shows APP relationships with other types of production planning and control activities [38].
1.2. Common APP strategies

Three basic operations strategies can be used in APP, along with many combinations in between, to meet the fluctuating demand over time. One basic strategy is to level the workforce; the other is to chase demand with the workforce. With a perfectly level strategy, the rate of regular time output will be constant. Any variations in demand must then be absorbed using inventories, overtime, temporary workers, subcontracting, backorders or any of the demand-influencing options. With the chase strategy, the workforce level is changed to meet, or chase, demand. In this case, it is not necessary to carry inventory or to use any of the other variables available for APP; the workforce absorbs all the changes in demand [6,7]. The third strategy, the pure demand management strategy, is an approach that attempts to change or influence demand to fit available capacity by employing options such as pricing, advertising and developing alternative products and services [8].

Normally, the pure demand management policy is always considered as part of the level strategy. The present research also regards the demand management policy as a subset of level strategy.

Each of the two pure plans is applied only where its advantages strongly outweigh its disadvantages. For many organisations, however, these pure approaches do not match their required combination of competitive and operational objectives. Most operations managers are required simultaneously to reduce costs and inventory, to minimise capital investment and yet to provide a responsive and customer-oriented approach at all times. For this reason, most organisations choose to follow a mixture of the two approaches [8].

1.3. Problem statement

The industrial data was collected from ZamZam Group as a major soft drink manufacturing company in West Asia. As the former PepsiCo subsidiary in Iran, the company then changed its trade name to ZamZam and was expanded from one plant to seventeen plants all over the country and the Middle East. The Group produces a diverse set of over a hundred products which range from beverages to beers and mineral waters.

The company under study, ZamZam Shiraz as a member of ZamZam Group, normally operates in two 8 h shifts. Shift 1 basically finishes at 4 pm every day, and then shift 2 starts which are respectively called regular shift and extra shift by the operations management department of the company. The shifts are considered separately because of costs differences, e.g. wage costs in extra shift are higher.

ZamZam Isfahan, another branch of the ZamZam Group in city of Isfahan, Iran, usually produces the subcontracts. Backorders should be met by the next time period at the latest. The product demand follows a seasonal pattern, i.e. in spring and summer demand rises, and in autumn and winter demand declines.

The company hires and lays off the workers, mostly lower skilled workers, according to changes in demand level. The newly hired workers go through a short training process.

The production planners implement APP mainly by using linear programming and simulation methods alongside their experience.

The seasonal demand pattern in soft drink industry and also company are classified as a family of similar products. As such, the carbonated soft drinks in 300 ml bottles in three flavours cola, orange and lemonade are classified as a family of products in order to conduct APP process. The developed mathematical model for multiproduct APP decision making problem covers a time horizon of 12 months which includes 4 time periods, i.e. 4 seasons to reflect the seasonal fluctuations in the product demand. The constructed simulation model considers 12 time periods (time steps) but demand, production, employment and materials supply rates are averaged over 3 month periods to reflect the seasonality of demand.

The market demand is supposed to be the main source of uncertainty and is presented in terms of three demand level scenarios: high demand, average demand and low demand with associated probabilities which are abbreviated as $H$, $A$ and $L$ respectively throughout the study.

The present research objective is to appraise different APP strategies’ performance under uncertainty. Main research question is: which APP strategies are more effective and useful with regard to relevant criteria under uncertainty?

2. Background

2.1. Literature on multi-objective optimisation to APP under uncertainty

2.1.1. Stochastic multi-objective optimisation of APP under uncertainty


Mezghani et al. [11] developed a goal programming model for APP where the goals and the right-hand sides of constraints are random and normally distributed variables. Nowak [12] presented a procedure which combines linear multi-objective programming, simulation and an interactive approach to model APP with uncertain demand. Jamalnia et al. [13] proposed a novel decision model for APP based on mixed chase and level strategy under uncertainty where the market demand is regarded as the main source of uncertainty. Ultimately, their constructed model turns out to be stochastic, nonlinear, multi-stage and multi-objective.

2.1.2. Fuzzy multi-objective optimisation of APP under uncertainty

Since APP problem always involves several criteria (objectives) and due to the vagueness of the available information, fuzzy multi-objective programming has been widely used in this area.

Lee [14], Gen et al. [15], Wang and Fang [16], Wang and Liang [17], Ghoseym Yaghan et al. [18], Madadi and Wong [19], Gholamian et al. [20,21], Kalaf et al. [22], Sisca et al. [23], Fiasché et al. [24] and Zaidan et al. [25] utilised various kinds of fuzzy multi-objective optimisation models to study APP under uncertainty.

Gholamian et al. [20] and Gholamian et al. [21] developed a fuzzy multi-site multi-objective mixed integer nonlinear APP model in a supply chain under uncertainty with fuzzy demand, fuzzy cost parameters, etc. A modified fuzzy multi-objective linear programming method to APP that minimises total production costs and total labour costs is proposed by Kalaf et al. [22], which involves fuzzy aspiration levels of the objectives and fuzzy tolerance levels.

Sisca et al. [23] constructed a fuzzy multi-objective linear programming model for APP in a reconfigurable assembly unit for optoelectronics where product price, inventory cost, etc. are supposed to be fuzzy variables. Fiasché et al. [24] developed a fuzzy linear multi-objective optimisation model of APP in fuzzy environment where the product price, unit cost of not utilising the resources, etc. are of fuzzy nature. Zaidan et al. [25] proposed a hybridisation of a fuzzy programming, simulated annealing (SA), and simplex downhill (SD) algorithm called fuzzy SASS to establish multiple-objective linear programming models and consequently solve APP problems in a fuzzy environment so that operating costs, data capacities and forecast
demand are assumed to be fuzzy.

2.2. Literature on appraising APP policies

The studies on evaluating the relevant APP policies which range from surveys to quantitative management science-based methods include Lee and Khumawala [26], Dubois and Oliff [27], Buxey [28–31], Thompson et al. [32], Chen and Liao [10], Gulsun et al. [33], Liao et al. [34] and Jamalnia and Feili [35].

Through simulating the activities of an operating firm, Lee and Khumawala [26] assessed the performance of four different APP policies under demand uncertainty. Dubois and Oliff [27] surveyed a cross section of manufacturers about present practices of APP. Using input from practitioners and academicians a questionnaire was developed to examine strategies that the firm uses to deal with short range and long range demand fluctuations, major inputs to APP decisions, etc.

Buxey [28–31] conducted surveys in groups of Australian firms in different industries to find out which APP policies are the most widely used in practice.

Thompson et al. [32] developed linear programming frameworks to evaluate several APP policies where customer demand, most of the coefficients of the linear programming model and some parameters were present with probability distributions to reflect the uncertainty in APP environment. Chen and Liao [10] adopted a multi-attribute decision making approach to select the most efficient APP strategy such that selling price, market demand, cost coefficients, etc. are assumed to be stochastic variables.

Liao et al. [34] applied a simulation method to simulate the six different APP’s strategies to further evaluate the results of multiple objectives, including total cost, average service level and average changes in production rate. They used the TOPSIS and fuzzy linguistic methods to compare the different weights of different objectives to obtain the optimal APP strategy selection sequence for decision-makers in hospital supply chain management.

Gulsun et al. [33] developed a deterministic multi-objective optimisation model for APP which is used as a basis to select the most appropriate APP strategy. Jamalnia and Feili [35] employed an integrated system dynamics and discrete-event simulation approach in order to evaluate the effectiveness and practicality of different APP strategies on the basis of total profit measure, where the market demand was regarded as random variable.

2.3. Research gaps in the literature

The existing research on APP strategies/policies assessment mainly has the following drawbacks:

- a) The APP methods examined by earlier studies on APP, such as linear decision rule (LDR), search decision rule (SDR) and management coefficient model (MCM), used to be among the rudimentary methodologies proposed to deal with APP, and they are currently regarded as conventional approaches to handle APP decision process that are no longer in use or are used very rarely. The newer trends in the past decades on developing novel approaches and methodologies to deal with APP demand utilising corresponding state of the art APP policies.

- b) Studies that use surveys to get insight on most popular APP policies in practice also have drawbacks in common, mainly:
  - These studies were surveys in specific geographical areas, and their results only indicate the popularity of using relevant APP policies/strategies from the respondents’ viewpoints, e.g. from operations managers viewpoints in those geographical places, while the APP strategies employed by the industry managers may not necessarily be the optimal ones.
  - In addition, these categories of studies provide results that can hardly be generalised to other geographical locations.

Finally, the results have not been achieved by using an efficient analytical method based on suitable criteria, and only present managers’ responses on most widely used APP policies.

2.4. The contributions of present research

We have adopted up to date APP strategies from a wide variety of relevant literature, instead of old APP methods such as LDR, SDR and MCM, and have done a detailed analysis of their performance which would be of interest to readers who are interested in contemporary operations management issues. Almost all contemporary literature of operations management, consider chase, level, and their combination as popular strategies of APP (or sales & operations planning (S&OP) as the new terminology) which is followed by this study as well.

Unlike the studies that have conducted surveys to find out most popular APP policies in real world industrial environments, the analytical management science methods applied in present research give the operations managers more robust quantified measures on which APP strategies have better performance regarding different criteria since popularity of a given APP strategy in practice does not necessarily mean it is the most efficient as well.

Apart from precise advertising, pricing and recruiting mechanisms which are included in constructed APP models, a wide range of criteria (8 criteria) are considered in examining the performance of each APP strategy. Moreover, APP in practice involves stochasticity, nonlinearity and multi-objectivity. The existing APP literature includes one or two of these features at most for the sake of simplicity. For the first time, this study presents APP models that deals with these three attribute all together under the same framework to represent a holistic picture of APP.

Additionally, the breadth of collected data from ZamZam Group which includes over 17 branches in West Asia with wide variety of soft drink products, similarity of production process and also similarity in used raw materials and human resource skills and in nature and amount of production, procurement, salary and hiring/lay off costs, seasonality of demand for almost all drink products and their similar demand pattern which is especially highly sensitive to pricing and advertising policies make generalising the findings of the current research at least in soft drink and beverage industry more valid.

A comparison between present study and existing research on appraising the APP policies is presented in Table 1.

3. The mathematical modelling representation of APP strategies

3.1. The mixed chase and level strategy

The stochastic, nonlinear, multi-objective optimisation model of APP which was developed for the fundamental mixed chase and level strategy in Jamalnia et al. [13] is reconsidered in present study. The mathematical models for other APP strategies including the pure chase, the pure level, the modified chase and the modified level strategies are constructed on the basis of the fundamental model developed for the mixed chase and level strategy. The model is concisely re-presented in Appendix A. The input data has been presented in Section 1 of Part 1 in supplementary materials file in Appendix B.

As it was mentioned in Subsection 1.3, the uncertain demand is the driving force in APP process. Product demand is considered in three levels, low, average and high, with corresponding probabilities. Random demand variable and other demand-dependent random variables make stochastic programming an efficient approach to handle the resulting uncertain APP model. First, we apply the multi-stage recourse approach as a major stochastic programming approach, where all random variables and constraints associated with different scenarios are put together under the same model, while the objective functions represent the optimisation of the expected values related to demand volume scenarios.

The assigned capacity level for each product in each time period is
Table 1
Comparison between the studies on evaluation of the APP strategies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of study</td>
<td>Empirical research by using survey</td>
<td>Empirical research by using survey</td>
<td>Analytical modelling</td>
<td>Analytical modelling</td>
<td>Analytical modelling</td>
<td>Analytical modelling</td>
<td>Analytical modelling</td>
<td>Analytical modelling</td>
<td>Analytical modelling</td>
</tr>
<tr>
<td>Changing workforce level</td>
<td>Not applicable</td>
<td>Not applicable</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Considered</td>
<td>Not considered</td>
<td>Considered</td>
<td>Considered</td>
<td>Considered</td>
</tr>
<tr>
<td>Changing production capacity</td>
<td>Not applicable</td>
<td>Not applicable</td>
<td>Performed by changing workforce level and overtime</td>
<td>Performed by using overtime</td>
<td>Performed by changing workforce level, overtime and subcontracting</td>
<td>Performed by changing workforce level, overtime and subcontracting</td>
<td>Performed by changing workforce level, overtime and subcontracting</td>
<td>Performed by changing workforce level, overtime and subcontracting</td>
<td>Performed by changing workforce level, extra shift/overtime and subcontracting</td>
</tr>
<tr>
<td>Subcontracting</td>
<td>Not applicable</td>
<td>Not applicable</td>
<td>Considered</td>
<td>Not considered</td>
<td>Considered</td>
<td>Not considered</td>
<td>Considered</td>
<td>Considered</td>
<td>Considered</td>
</tr>
<tr>
<td>APP strategies evaluated</td>
<td>All common APP strategies</td>
<td>Some forms of chase and level strategies</td>
<td>Linear decision rule, search decision rule, etc.</td>
<td>Some forms of chase and level strategies</td>
<td>Some forms of chase and level strategies</td>
<td>Some forms of chase and level strategies</td>
<td>Some forms of chase and level strategies</td>
<td>Some forms of chase and level strategies</td>
<td>All common APP strategies</td>
</tr>
<tr>
<td>APP stability evaluation</td>
<td>Multiple criteria</td>
<td>Multiple criteria</td>
<td>Multiple criteria</td>
<td>Multiple criteria</td>
<td>Multiple criteria</td>
<td>Multiple criteria</td>
<td>Multiple criteria</td>
<td>Multiple criteria</td>
<td>Multiple criteria</td>
</tr>
<tr>
<td>Most preferred APP strategy</td>
<td>Chase strategy</td>
<td>Not specified</td>
<td>Search decision rule (SDR)</td>
<td>Chase strategy</td>
<td>Level strategy</td>
<td>Not generally specified</td>
<td>Chase strategy</td>
<td>Chase strategy</td>
<td>Chase strategy</td>
</tr>
<tr>
<td>Demand management policy</td>
<td>Considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Considered</td>
<td>Considered</td>
<td>Considered</td>
</tr>
<tr>
<td>Pricing option</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
</tr>
<tr>
<td>Advertising option</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
</tr>
<tr>
<td>Productivity measures</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
</tr>
<tr>
<td>Customer services</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
</tr>
<tr>
<td>Production resources and capacity utilization</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
</tr>
<tr>
<td>Capacity decisions</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
</tr>
<tr>
<td>Learning effect</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
<td>Not considered</td>
</tr>
</tbody>
</table>
supposed to be first stage decision variable, that is, the decision variables that their values are determined before the uncertainty is revealed. Other decision variables such as production in regular time, production in overtime, subcontracting and backordering are second stage decision variables, i.e. the variables that their values are determined when the uncertainty is revealed.

The core model developed for the mixed chase and level strategy for the industrial case under study by applying the recourse approach has 504 variables, over 1050 constraints and 7 objective functions. Apart from the deficiencies of the recourse approach, which is not the aim of present study, this model has no feasible space mostly because of the presence of large number of highly inconsistent constraints representing different demand volume scenarios. On the whole, we have to solve 5 (number of considered APP strategies) * 3 (number of scenarios) = 15 equal size problems with above-described characteristics when all models for different APP strategies and different demand quantity scenarios are considered.

As such, we resort to the wait and see approach as another stochastic programming methodology. By using the wait and see method, which does not put all constraints related to different demand scenarios together and then calculate the expected values in the objective functions, we will have an independent problem for each scenario. Once the solutions for these problems have been obtained, the expected value for each objective function is calculated regarding different scenarios.

Therefore, employing the wait and see approach creates three equal size problems with 184 variables, 205 constraints and 7 objectives, where each problem represents one of the three demand volume scenarios, i.e. low, average and high.

The resulting nonlinear, multi-objective optimisation problems are non-smooth due to the presence of max/min operators, and non-differentiable because of the existence of absolute value functions and rational functions in the model. They are nonconvex as well, which diminishes the existing algorithms and software capabilities to deal with them efficiently. However, the WWW-NIMBUS software has the capability to run these kinds of problems. This internet-based software was developed by Miettinen and Mäkelä [3], and is based mainly on NIMBUS (Non-differentiable Interactive Multi-objective BUndle-based optimisation System) algorithm that its first version was proposed by Miettinen and Mäkelä [36].

The NIMBUS algorithm employs a classification scheme for objective functions. Those classes are functions whose values should be decreased, functions whose values should be decreased down till some aspiration level, functions whose values are satisfactory at the moment, functions whose values are allowed to increase up till some upper bound, and functions whose values are allowed to change freely. At each iteration, in an interactive way, the decision maker is asked to classify the objective functions regarding the current solution, and the possible aspiration levels and upper bounds [5,36]. Then, the decision maker determines the maximum number of different solutions to be generated between one and four. The decision maker can choose one or more of the new solutions or may want to see intermediate solutions between two existing solutions.

To ensure the globally optimum solutions, especially in large-scale models, the WWW-NIMBUS contains two variants of genetic algorithms with different constraint handling methods: one acts on the basis of adaptive penalties, and another one is the method of parameter free penalties.

The same solution process is applied for other APP strategies.

### 3.2. The pure chase strategy

At first sight, a chase plan looks the optimum policy. It positively impacts a wide category of costs, and thus improves the company’s earnings, and reduces its financial risks. Instead of excessive reliance on distant forecasted sales, the management seeks to adjust production capacity in a flexible way on the basis of near future demand predictions. It also gives a firm the opportunity to recruit a wide range of necessary skills on temporary basis.

In practice, a chase strategy could be realistic choice provided that the production fluctuations are effectively handled. The rationale behind the chase policy is very similar to that of just in time (JIT) production. Conditions which require dealing with valuable, bulky or hard to store, perishable and under the risk of obsolescence products makes the chase plan ideal.

To implement the pure chase strategy, the subcontracting, inventory stock, backorder and demand management strategy components including pricing ad advertising options are disregarded in the model developed for the mixed chase and level strategy. The company is going to follow the JIT philosophy, that is, it receives the orders, and then produces accordingly.

As already stated, all quantitative models for relevant APP strategies are derived from the model developed for the basic mixed chase and level strategy.

Objective functions (3) and (4) remain unchanged. In practice, ignoring the possibility of backordering, keeping inventory, subcontracting, and so on means assigning the value 0 to them. Thus, by plugging 0 into objective functions (5) and (6), their value will be 1 and 0 respectively. Objective functions (1), (2) and (7) are modified as follows:

**I) Maximise total revenue**

\[
\text{Max } Z_1^I = \sum_{n=1}^{N} \sum_{t=1}^{T} (Q_{in}^t + Q_{en}^t)FP_{in} \quad \forall s
\]

(34)

Note that since the pricing option has been disregarded, the price in this equation is a fixed price.

**II) Minimise total production costs**

\[
\text{Min } Z_2^I = \sum_{n=1}^{N} \sum_{t=1}^{T} C_{in}^t (Q_{in}^t + Q_{en}^t) + \sum_{n=1}^{N} \sum_{t=1}^{T} (Q_{in}^t - Q_{en}^t)PT_{in}^t + F_{in}^t (Q_{in}^t - Q_{en}^t) + \varepsilon \beta \max ((Q_{in}^t - Q_{en}^t), 0) - \max ((Q_{in}^t - Q_{en}^t), 0)PT_{in}^t + F_{en}^t (Q_{en}^t - Q_{in}^t) + \varepsilon \beta \max ((Q_{en}^t - Q_{in}^t), 0) - \max ((Q_{en}^t - Q_{in}^t), 0)PT_{en}^t \quad \forall s
\]

(35)

**III) Maximise utilisation of production resources and capacity**

\[
\text{Min } Z_3^I = \sum_{n=1}^{N} \sum_{t=1}^{T} \left[ (1 - \frac{Q_{in}^t}{PC_{in}}) + (1 - \frac{Q_{en}^t}{PC_{en}}) \right] / 2NT \quad \forall s
\]

(36)

The constraints (9)-(11) and (22)-(32) remain unchanged, and the constraints (12)-(18), (20)-(21) and (33) are removed from consideration. The upper bounds for constraints (30) and (31) are increased up to 50%. The constraint (19) is transformed into the following constraint:

\[
Q_{in}^t + \left( \frac{\max (D_{in}^t - PC_{in}^t, 0)}{\max (D_{in}^t - PC_{in}^t, 0) + \varepsilon} \right) Q_{en}^t = D_{in}^t \quad \forall n, \forall t, \forall s
\]

(37)

### 3.3. The modified chase strategy

The limited production resources available for companies make it hard or even impossible to chase the customer demand closely. Furthermore, regarding the lengthy training periods for the newly hired workforce, sharp and instant ramp up in workforce level would not be an easy task. These reasons urge the operations managers to choose a modified chase policy. The modified chase strategy necessities keeping given quantity of inventories.

To apply the modified chase plan, stockpiling option is allowed in all time periods. In time periods 3 and 4, i.e. autumn and winter when the demand for soft drink products fall, the firm will store a previously
determined volume of products, e.g. 10–15% of demand volume in order to be used in upcoming periods especially in time periods 1 and 2.

Hence, in the model developed for the pure chase strategy, the objective \( Z_3 \) is reconsidered but it only includes the inventory holding costs. Therefore, we must have:

I) Minimise total inventory holding costs

\[
Min Z_3^i = \sum_{n=1}^{N} \sum_{t=1}^{T} C_{int}^j I_n^t \quad \forall \ s
\]  

(38)

And, the constraint (19) is modified as follows:

\[
I_n^t + Q_{t+1}^i = \max \left( \frac{\max(D_{t+1} - PC_{t+1}^i - I_n^t, 0)}{\max(D_{t+1} - PC_{t+1}^i - I_n^t, 0) + \epsilon} Q_{t+1}^i - D_{t+1} \right)
\]

\[
= I_n^t \quad \forall \ n, \ V \ t, \ V \ s
\]

(39)

The constraint (33) is also added to the list of constraints.

According to the modified chase strategy, no subcontracting and backorder is allowed, inventory stocked in all time periods are procured by production level beyond the demand volume, pricing and demand management policies are not applied, and the demand is met fully. Therefore, the sales volume and thus revenue would remain the same as the pure chase strategy.

3.4. The pure level strategy

In spite of numerous advantages that already mentioned for the chase policy, there are conditions which limit its applicability, e.g. situations where the recruited workforce needs intensive and continuous training. Additionally, as already stated, the frequent hiring and firing would lead to productivity losses and the workers motivation decline.

To put the pure level strategy into practice, hiring and lay off in both regular shift and extra shift are ignored, and any variation in the customer demand must be met by applying all other available options such as inventory, overtime, subcontracting, backorder or any of the demand influencing policies.

The maximum 3h overtime besides the normal 8h regular shift is performed by the current workforce. The upper bound of the subcontracting is increased to 30% of the adjusted demand in each time period.

Ignoring hiring and lay-off options means their corresponding decision variables take on the value 0, and therefore the objectives \( Z_1 \) and \( Z_2 \) also assume the value 0. All other objective functions except objective function (2) remain unchanged.

The new objective function (2) will be as follows:

I) Total production costs

\[
Min Z_2^i = \sum_{n=1}^{N} \sum_{t=1}^{T} \sum_{j=1}^{l} c_{pm}(Q_{t+1}^j + Q_{t+1}^{j+1}) + \sum_{n=1}^{N} \sum_{t=1}^{T} c_{int}^j(Q_{t+1}^j PT_n) + c_{int}^j(Q_{t+1}^{j+1} PT_n) + \sum_{n=1}^{N} \sum_{t=1}^{T} c_{int}^j S_n^t \quad \forall \ s
\]

(40)

Where \( PT_n \) represents the normal production time, when there is no hiring and lay off, regardless of demand scenarios and operating in regular shift or overtime. \( Q_{t+1}^j \) shows production quantity in overtime.

Constraints (9)-(21), (32) and (33) remain unchanged. Constraints (22)-(29) are lifted.

Constraints (30) and (31), workforce level constraints, are transformed into a single constraint as below:

\[
\sum_{n=1}^{N} (Q_{t+1}^j + Q_{t+1}^{j+1}) PT_n \leq W_{smax} \quad \forall \ t, \ \forall \ s
\]

(41)

Because the existing workforce carries out the overtime as well, the upper limit of the labour force, \( W_{smax} \) has no notation of operating in regular shift or overtime but the maximum 3h overtime is added to the 8h regular shift working hours to calculate this upper bound.

3.5. The modified level strategy

Normally, there are limits on storage capacity available. In addition, increase in accumulated backlogged orders would have serious impact on customer satisfaction level. Moreover, skilled workforce may need several months to master certain tasks, and several years to achieve complete job rotation. This means regular hiring and lay off when dealing with the skilled workers would be waste of time and money. These are instances which call for the modified level strategy.

To execute this strategy, the company keeps its core skilled workers, and performs hiring and firing for the lower skilled workforce. The subcontracting upper limit is lowered to 25% of the adjusted demand. Hiring and laying off costs are reduced 35%, and workers learning rate is increased to 0.975, because of dealing with lower skilled manpower. Hiring and lay off will have an upper bound which is supposed to be 40% of the hiring and lay off in the mixed chase and level strategy. All other objectives and constraints do not change.

3.6. Initial comparison of APP strategies performance using mathematical modelling

The solutions for objectives with regard to each APP strategy are presented in Table 2. Please remember that all monetary values, e.g. costs, revenues, profits, etc. are in British Pound (GBP). To calculate the total profit column in Table 2, the cost items, \( Z_1, Z_2, Z_3 \) and \( Z_6 \) are deducted from the total revenue, \( Z_i \), for each demand scenario.

The mixed chase and level strategy: Because the quantity of backorder in comparison with the demand volume is relatively low for all products, the customer satisfaction level, \( Z_3 \) is consequently quite high for all scenarios. Since most of the received orders are met by manufacturing in regular shift and extra shift instead of subcontracting, the unutilised production capacity and resources, \( Z_6 \), is significantly low, i.e. lower than 10% in all scenarios. The highest and lowest amounts among the cost items belongs to total production costs and total labour productivity costs respectively. The row \( E(Z_6) \) is the expected value of each column.

The pure chase strategy: As can be seen from Table 2, total expected revenue and total expected production costs, \( E(Z_1) \) and \( E(Z_2) \) respectively, are lower than that of mixed chase and level strategy because the demand management policy embedded in the mixed chase and level strategy causes an increase in adjusted demand quantity, and therefore increase in the sales quantity and total production costs accordingly. But, the lesser decrease in total expected revenue, 2.57%, compared to the expected proportionate decrease which is seen in total expected production costs, 14.30%, is due to the lowered prices in the mixed chase and level strategy case that are lower than the fixed prices, \( FPR_n^i \), as result of applying the pricing policy. A part of the decrease in total production costs would also be attributed to the lower costs of producing in regular shift and extra shift compared to subcontracting costs which has been discarded in current operations strategy.

As is expected, the pure chase strategy has resulted in higher costs of changes in labour force level and costs related to human resource productivity and their corresponding expected values, i.e. \( E(Z_1) \) and \( E(Z_2) \). However, the amount of this rise might not be as much as expected because the demand adjustment mechanism applied with the mixed chase and level strategy would have a contribution in un-smoothing the demand level which in turn will cause higher rates of hiring and lay off.

The pure chase strategy tries to meet the market demand solely by producing in regular shift and extra shift, and adjusting the manufacturing capacity by varying the workforce level. Therefore, it has much better performance in utilising the company’s production capacity and resources, which is approved by very small percentage of unutilised production resources/capacities in \( E(Z_6) \).

The pure chase plan presents a significantly higher expected profit in comparison with the basic mixed chase and level strategy.
Although, the mixed chase and level strategy contributes to revenue/sales growth but as stated above, at the same time the price reductions due to the lower volumes of the backorders neutralise a portion of sales growth impact on total revenue. On the other side, the increase in demand causes a corresponding increase in production, and thus total production costs. In addition to these factors, ignoring the $Z_6$ total inventory carrying, backordering and advertising costs, explains the higher total profit for the pure chase strategy despite the slight increases in $Z_1$ and $Z_4$.

The **modified chase strategy**: Since the inventory keeping plan, especially in time periods 3 and 4, mandates higher production amounts in these time periods in comparison with the same time periods in the pure chase strategy case, the total production quantity and consequently the total production costs show the proportionate increase.

Although, when the modified chase plan is used, lower $Z_3$ and $Z_4$, total costs of changes in workforce level and total labour productivity costs, are generally expected but because this strategy is applied for the first time over the planning horizon, and very limited amount of inventory is available at the beginning of the planning horizon to be used particularly in time periods 1 and 2, the company has to hire higher levels of labour force in time periods 1 and 2 (to meet the risen demand and stock some inventory), and then lay off lower levels of workforce in time periods 3 and 4 due to significant decline in the market demand in autumn and winter (Even though, keeping a minimum volume of inventory is still considered but the sharp decrease in demand compensates the effect of increase in production for inventory stocking purpose).

Compared to the pure chase strategy, $Z_5$, the optimum utilisation of the production capacity and company’s resources, shows a very slight improvement normally as result of higher levels of production in both regular shift and extra shift which would mean better utilisation of the company’s manufacturing capacity.

However, the total expected profit declines slightly, i.e. 3.824%.

The **pure level strategy**: In comparison with the mixed chase and level plan, total expected revenue, $E(Z_7)$, has declined about 23.044% mainly for two reasons: I) the backorder quantities for all products in all time periods go beyond the threshold level, and in two occasions of the three occasions, i.e. when the product demand turns out to be low and average, the demand adjustment mechanism, which would have led to an increase in demand, is turned off. Moreover, in case that high demand scenario occurs, again because backorder volume has exceeded the threshold level, the demand management policy causes a proportionate decrease in the demand. Consequently, the demand volume and therefore the sales amount is reduced, II) the higher level of backorder means a portion of the demand is unsatisfied within the planning horizon which correspondingly has a negative impact on total revenue.

The production decline as result of abovementioned reasons explains the proportional decrease in total production costs, $Z_5$, as well. As is expected, the rampant increase in backorder and sub-contracting volumes would lead to a significant drop in customer satisfaction, $Z_6$, and sharp rises in total inventory holding, backordering and advertising costs, $Z_7$, and unutilised production resources and capacity, $Z_8$. The huge increase in $Z_8$ has the highest contribution in turning the total profit into a considerable loss.

The **modified level strategy**: Even though similar to the pure level strategy case, the backorder volume still surpasses the threshold level in all time periods for all products and for all demand scenarios but partial hiring and lay off helps reduce the overwhelmingly high quantity of backorders through higher production rates, that in turn helps increase the satisfied demand volume, and then the sales amount, $Z_1$. Compared to the pure level strategy, the higher production rates in regular shift and extra shift leads to higher total production costs, $Z_2$. As previously stated, the objective function $Z_1$ is to minimise the positive deviations from standard production time. The learning effect contributes to a significant improvement in production time of all products by newly hired workforce after producing a significant volume of products so that they even fall below the standard production time of those products. Moreover, the restricted lay off levels (alongside the restricted hiring levels) have had a similar effect to that of learning effect through hiring, and have caused the production time of different products become shorter than their standard production times. Thus, total positive deviations from the standard production times, $Z_2$, turns out to be almost zero.

The reduced costs of hiring and firing together with constrained hiring and firing levels result in decreased $Z_3$ or total costs of changes in workforce level, $Z_3$, customer satisfaction, improves as result of reduction in huge quantity of the backlogged orders. Decrease in

---

**Table 2**
The solutions for objectives with regard to each APP strategy.

<table>
<thead>
<tr>
<th>Demand scenario</th>
<th>$Z_1$ (Total revenue)</th>
<th>$Z_2$ (Total production costs)</th>
<th>$Z_3$ (Total labour productivity costs)</th>
<th>$Z_4$ (Total costs of changes in workforce level)</th>
<th>$Z_5$ (Customer satisfaction)</th>
<th>$Z_6$ (Total inventory holding, backordering and advertising costs)</th>
<th>$Z_7$ (Unutilised production resources and capacity)</th>
<th>Total profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>The mixed</td>
<td>L</td>
<td>10183187.38</td>
<td>6863591.92</td>
<td>5371</td>
<td>26347.396</td>
<td>0.991684</td>
<td>321082.51</td>
<td>0.0852354</td>
</tr>
<tr>
<td>chase and level</td>
<td>A</td>
<td>11932210</td>
<td>8201334.23</td>
<td>5877.743</td>
<td>29986.32</td>
<td>0.982777</td>
<td>341011.2</td>
<td>0.06497789</td>
</tr>
<tr>
<td>strategy</td>
<td>H</td>
<td>13653192.64</td>
<td>9337387.58</td>
<td>6605.44</td>
<td>33983.597</td>
<td>0.9809328</td>
<td>377596.25</td>
<td>0.0537600</td>
</tr>
<tr>
<td>The pure chase</td>
<td>L</td>
<td>9626285.97</td>
<td>5826362.25</td>
<td>6021.392</td>
<td>28220</td>
<td>1</td>
<td>0.0249374</td>
<td>376560.48</td>
</tr>
<tr>
<td>strategy</td>
<td>A</td>
<td>11585191</td>
<td>6956084.35</td>
<td>7056.344</td>
<td>32779.65</td>
<td>1</td>
<td>0.0182294</td>
<td>4585927.60</td>
</tr>
<tr>
<td>The modified</td>
<td>L</td>
<td>9626267.39</td>
<td>5816712.51</td>
<td>11490.263</td>
<td>31438.895</td>
<td>1</td>
<td>2802.197</td>
<td>0.0179374</td>
</tr>
<tr>
<td>chase</td>
<td>A</td>
<td>11585352.66</td>
<td>7172283.091</td>
<td>13229.98</td>
<td>35975.39</td>
<td>1</td>
<td>3499.851</td>
<td>0.011539</td>
</tr>
<tr>
<td>strategy</td>
<td>H</td>
<td>13845429.699</td>
<td>8542197.399</td>
<td>14771.27</td>
<td>4031.1503</td>
<td>1</td>
<td>3964.29</td>
<td>0.099729</td>
</tr>
<tr>
<td>The pure level</td>
<td>L</td>
<td>7326299.07</td>
<td>4766707.774</td>
<td>0</td>
<td>0</td>
<td>0.217391</td>
<td>4729758.25</td>
<td>0.2139374</td>
</tr>
<tr>
<td>strategy</td>
<td>A</td>
<td>9279759.243</td>
<td>5891370.38</td>
<td>0</td>
<td>0</td>
<td>0.2075576</td>
<td>5822674.20</td>
<td>0.2011018</td>
</tr>
<tr>
<td>The modified</td>
<td>L</td>
<td>8500009.514</td>
<td>5414264.186</td>
<td>0</td>
<td>0</td>
<td>0.186823</td>
<td>6979639.563</td>
<td>0.1917972</td>
</tr>
<tr>
<td>strategy</td>
<td>A</td>
<td>10508146.272</td>
<td>6681390</td>
<td>0</td>
<td>0</td>
<td>0.1605283</td>
<td>7380614.919</td>
<td>0.1609021</td>
</tr>
<tr>
<td>The pure level</td>
<td>L</td>
<td>11014145.954</td>
<td>8266610.225</td>
<td>0</td>
<td>0</td>
<td>0.1539310</td>
<td>9302158.919</td>
<td>0.1519792</td>
</tr>
<tr>
<td>strategy</td>
<td>H</td>
<td>9043586.533</td>
<td>6562901.567</td>
<td>0</td>
<td>0</td>
<td>0.2063653</td>
<td>7526192.488</td>
<td>0.20312796</td>
</tr>
</tbody>
</table>

---

The solutions for objectives with regard to each APP strategy.
As is expected, diminish in backorder volumes directly causes a fall in total inventory, backorder and advertising costs, $Z_b$. Finally, the tangible improvement in cash flow, through sales rise and a significant decrease in $Z_b$, makes the total profit positive.

4. Further analysis of the results

4.1. Assessing the performance of APP strategies based on single criterion

The aforementioned APP strategies are ranked based on each of the eight criteria mentioned above which has been presented in Table 3.

4.2. Assessing the performance of APP strategies using MCDM methods

The MCDM techniques, AVF, TOPSIS and VIKOR, are used to assess the overall performance of different APP strategies by taking all of the criteria mentioned above into account except total profit, again to avoid the significant overlaps between criteria.

First, the criteria are assigned weights by employing the analytic hierarchy process (AHP), and then these weights are utilised in the process of aggregation used by the aforementioned methods. The weights of the criteria $Z_1 - Z_7$ are respectively determined as: 0.3203, 0.2219, 0.0624, 0.0781, 0.1339, 0.1379 and 0.0453. Table 4 shows the overall rankings of the APP strategies together with total aggregated scores regarding each strategy.

As Table 4 indicates, the APP strategies from the chase family dominate in rankings performed by AVF and VIKOR but the level strategies top the list of TOPSIS ranking. In AVF ranking, the pure level strategy stays just behind chase strategies, and outperforms both mixed chase and level and modified level strategies with slightly higher overall score. In the ranking conducted by the VIKOR method, the modified level strategy stays next to the mixed chase and level strategy, and the pure level strategy is at the bottom of the list.

The TOPSIS ranking puts the pure chase plan in third place, which is followed by the mixed chase and level and the modified chase and level strategies respectively with very close scores.

The results of these three rankings are now aggregated by calculating the rank averages and by Borda and Copeland methods which are presented in Table 5.

According to Table 5, the chase strategies top the list when the rankings are aggregated through computing the average of the ranks and Borda and Copeland methods, followed by the level strategies and the mixed chase and level strategy. The ranking results of the both Borda and Copeland methods are exactly the same.

With regard to the extent to which a production process is capital-intensive or labour-intensive, it might be questionable that to what degree increasing the workforce level by recruiting the workers would necessarily mean a corresponding increase in production rate. However, ZamZam Company has already been operating with significant idle production capacity as it lost a portion of its market share to the newly established Pepsi and Coca Cola companies' branches throughout the country in recent years. This implies that regular hiring could effectively help increase the production volume in the corporation under study.

III A moderate rate of hiring and lay off and wage costs were considered in present research. However, higher rates of these cost items besides the higher weights for $Z_b$ and $Z_a$, total labour productivity costs and total costs of changes in workforce level, might have considerable effect on APP strategy ranks.

4.3. Sensitivity analysis of the rankings

In this part, the sensitivity of the ranking results to changes in the weights assigned to each criterion is examined, and the outcomes are presented in Table 6. The sensitivity analysis is conducted by changing the present weights of the criteria, $(W_1, W_2, W_3, W_4, W_5, W_6, W_7) = (0.3203, 0.2219, 0.0624, 0.0781, 0.1339, 0.1379, 0.0453)$, as follows:

Scenario 1: Put new weights = (0.3803, 0.1819, 0.0824, 0.0981, 0.1239, 0.0879, 0.0453).

Scenario 2: Put new weights = (0.3503, 0.1019, 0.0624, 0.0781, 0.1339, 0.2579, 0.0153).

Scenario 3: Put new weights = (0.3203, 0.0419, 0.1624, 0.1781, 0.0139, 0.0879, 0.0453).

Table 4

<table>
<thead>
<tr>
<th>Criteria</th>
<th>APP strategy</th>
<th>Overall score</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVF</td>
<td>Pure level</td>
<td>0.80891</td>
<td>1</td>
</tr>
<tr>
<td>TOPSIS</td>
<td>Pure level</td>
<td>0.61257</td>
<td>1</td>
</tr>
<tr>
<td>VIKOR</td>
<td>Pure level</td>
<td>0.61257</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>Scenario</th>
<th>APP strategy</th>
<th>Overall score</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pure level</td>
<td>0.61257</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Modified level</td>
<td>0.61072</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Mixed chase and level</td>
<td>0.54655</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Modified level</td>
<td>0.54655</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Mixed chase and level</td>
<td>0.38815</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>Modified level</td>
<td>0.38473</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>Pure level</td>
<td>0.10506</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>Modified level</td>
<td>0.43269</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>Modified level</td>
<td>0.41144</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>Mixed chase and level</td>
<td>0.38815</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>Modified level</td>
<td>0.10506</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th>Scenario</th>
<th>APP strategy</th>
<th>Overall score</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pure level</td>
<td>0.61257</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Modified level</td>
<td>0.61072</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Mixed chase and level</td>
<td>0.54655</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Modified level</td>
<td>0.54655</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Mixed chase and level</td>
<td>0.38815</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>Modified level</td>
<td>0.38473</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>Pure level</td>
<td>0.10506</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>Modified level</td>
<td>0.43269</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>Modified level</td>
<td>0.41144</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>Mixed chase and level</td>
<td>0.38815</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>Modified level</td>
<td>0.10506</td>
<td>5</td>
</tr>
</tbody>
</table>
Scenario 4: Put new weights = \((0.0703, 0.0519, 0.1724, 0.2281, 0.3039, 0.0979, 0.0753)\).

Note that the abovementioned weight changes could lead to different rankings with regard to specific procedures that are used by each ranking technique. This justifies the significant difference between the ranking obtained by VIKOR and two other methods in spite of similar changes in criteria weights, e.g. unlike AVF and TOPSIS rankings, in VIKOR ranking the mixed chase and level and the pure chase strategies are ranked number one.

Again, the rankings of different methods are aggregated by average of the ranks and Borda and Copeland methods to have a more unified ranking of APP strategies, which are also shown in Table 6.

4.4. Simulation modelling of APP strategies

In our previous study, Jamalnia and Feili [35], we applied an integrated discrete event simulation (DES) and system dynamics (SD) methodology (abbreviated as DES-SD) to assess the performance of APP strategies with regard to total profit criterion. This study also applies DES-SD simulation models which include the eight criteria and the new features of the mathematical models presented in Section 3. DES limits the scope of simulation to detailed analysis at an operational level while SD is more suitable for decision making at the aggregate and strategic levels [37]. Considering the aggregate nature of APP and its strategic focus, SD would be a useful technique to model and analyse its performance. Therefore, the operational level and shop-floor activities in APP are simulated by DES while SD is used to simulate APP as a medium term planning with strategic focus. The output of DES model is estimated values of time constants used in SD model such as Time to Subcontract, Time to Hire in Regular Time and Time Lay Off in Regular Time. The equations of the fundamental SD model for the mixed chase and level strategy are presented in detail in Part 2 in supplementary materials file in Appendix B.

To avoid excessive elaboration, the most probable scenario, the average demand scenario, \(A\), is simulated. Similar to the mathematical models of APP strategies, the simulation models for other APP strategies are derived from the core simulation model for the mixed chase and level strategy which has been presented in Fig. 2. Vensim PLE 7.2 was used for SD simulation of APP strategies.

Fig. 3a and b depict the DES models for the manufacturing and workforce employment processes respectively in the company under study by using the simulation software Arena 14.0.

Time steps in the simulation are supposed to be one month. Hence, the planning horizon is divided into 12 time periods, and the received orders and dependent variables are averaged over a three month period, i.e. a season to better reflect the seasonal nature of the market demand. All APP strategies are simulated with regard to the conditions

### Table 5
The aggregation of APP strategy rankings.

<table>
<thead>
<tr>
<th>APP strategy</th>
<th>Ranking method</th>
<th>AVF</th>
<th>TOPSIS</th>
<th>VIKOR</th>
<th>Ranks average</th>
<th>Rank order according to ranks average</th>
<th>Rank order according to Borda method</th>
<th>Rank order according to Copeland method</th>
</tr>
</thead>
<tbody>
<tr>
<td>The mixed chase and level</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>3.33</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>The pure chase</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1.66</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>The modified chase</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>2.66</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>The pure level</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>The modified level</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

### Table 6
The sensitivity analysis results.

<table>
<thead>
<tr>
<th>Scenario 1: (0.0380, 0.1819, 0.0824, 0.0981, 0.1239, 0.0879, 0.0453)</th>
<th>APP strategy</th>
<th>Overall score</th>
<th>Rank</th>
<th>Overall score</th>
<th>Rank</th>
<th>Overall score</th>
<th>Rank</th>
<th>Ranks average</th>
<th>Borda method</th>
<th>Copeland method</th>
</tr>
</thead>
<tbody>
<tr>
<td>The mixed chase and level</td>
<td>0.64753</td>
<td>4</td>
<td>0.39470</td>
<td>4</td>
<td>0.24785</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>The pure chase</td>
<td>0.77230</td>
<td>1</td>
<td>0.42941</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>The modified chase</td>
<td>0.69550</td>
<td>2</td>
<td>0.38743</td>
<td>5</td>
<td>0.09439</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>The pure level</td>
<td>0.69062</td>
<td>3</td>
<td>0.61257</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>The modified level</td>
<td>0.57775</td>
<td>5</td>
<td>0.59429</td>
<td>2</td>
<td>0.43845</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario 2: (0.3503, 0.1019, 0.0624, 0.0781, 0.1339, 0.2579, 0.0153)</th>
<th>APP strategy</th>
<th>Overall score</th>
<th>Rank</th>
<th>Overall score</th>
<th>Rank</th>
<th>Overall score</th>
<th>Rank</th>
<th>Ranks average</th>
<th>Borda method</th>
<th>Copeland method</th>
</tr>
</thead>
<tbody>
<tr>
<td>The mixed chase and level</td>
<td>0.56163</td>
<td>3</td>
<td>0.50871</td>
<td>2</td>
<td>0.08240</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>The pure chase</td>
<td>0.83272</td>
<td>1</td>
<td>0.61257</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>The modified chase</td>
<td>0.57776</td>
<td>2</td>
<td>0.53225</td>
<td>3</td>
<td>0.05136</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>The pure level</td>
<td>0.54825</td>
<td>4</td>
<td>0.38743</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>The modified level</td>
<td>0.47710</td>
<td>5</td>
<td>0.52835</td>
<td>4</td>
<td>0.46048</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario 3: (0.3203, 0.0419, 0.1624, 0.1781, 0.0339, 0.0379, 0.2253)</th>
<th>APP strategy</th>
<th>Overall score</th>
<th>Rank</th>
<th>Overall score</th>
<th>Rank</th>
<th>Overall score</th>
<th>Rank</th>
<th>Ranks average</th>
<th>Borda method</th>
<th>Copeland method</th>
</tr>
</thead>
<tbody>
<tr>
<td>The mixed chase and level</td>
<td>0.42274</td>
<td>4</td>
<td>0.44384</td>
<td>4</td>
<td>0.03880</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>The pure chase</td>
<td>0.57259</td>
<td>3</td>
<td>0.56661</td>
<td>3</td>
<td>0.03743</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>The modified chase</td>
<td>0.60715</td>
<td>2</td>
<td>0.38743</td>
<td>5</td>
<td>0.22757</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>The pure level</td>
<td>0.65224</td>
<td>1</td>
<td>0.61257</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>The modified level</td>
<td>0.35638</td>
<td>5</td>
<td>0.60727</td>
<td>2</td>
<td>0.33369</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>The mixed chase and level</td>
<td>0.42287</td>
<td>4</td>
<td>0.41950</td>
<td>3</td>
<td>0.08893</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>The pure chase</td>
<td>0.56658</td>
<td>2</td>
<td>0.41890</td>
<td>4</td>
<td>0.10291</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>The modified chase</td>
<td>0.49214</td>
<td>3</td>
<td>0.38743</td>
<td>5</td>
<td>0.42696</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>The pure level</td>
<td>0.59143</td>
<td>1</td>
<td>0.61257</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>The modified level</td>
<td>0.28502</td>
<td>5</td>
<td>0.59983</td>
<td>2</td>
<td>0.21072</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
described in Section 3, except that when executing the modified chase strategy, the stockpiled inventory is procured by subcontracting.

Fig. 4a–h and Table 7 show comparison of different APP strategies regarding eight different criteria. The numerical results of system dynamics simulation for eight different criteria regarding different APP strategies over a 12 month period (the planning horizon), which corresponds to Fig. 4a–h, is presented in Table 4a–h in Section 2 of Part 1 in supplementary materials file in Appendix B.

Although simulation results confirm most of the results obtained by mathematical modelling, but the slight differences in values for different criteria in simulation modelling compared to those of mathematical modelling are attributed to the fundamental differences between simulation modelling and mathematical modelling. For example, presence of time constants, delays and stock and flow variables in simulation modelling can lead to different numerical solutions in comparison with mathematical modelling. However, comparing different APP strategies’ performance on the basis of each criterion within simulation modelling and between simulation modelling and mathematical modelling is still insightful.

As can be seen from Fig. 4a and Table 7, the modified chase strategy
with the cumulative total profit of 5276911 for 12 months comes in first place when total profit measure is considered. The pure chase and the mixed chase and level strategies come in second and third places respectively. Although in the mathematical model, the pure chase strategy has the highest total profit, it generally approves the simulation modelling rankings as chase strategies still top the list, and the
order of other APP strategies remain unchanged.

When total revenue criterion is considered, the mixed chase and level strategy stays in first place in simulation modelling as well. But, now, the modified level and the modified chase strategies generate the second and the third highest revenues respectively not the pure chase and modified chase strategies. This is normally attributed to whether the backorder quantity has surpassed the threshold level or not, and the degree to which it has gone beyond or fallen below this threshold, which in regard to fundamental differences between simulation and mathematical programming can have varying impact on product price, advertising costs, new orders inflow and consequently on total revenue. Level strategies rank does not change.

The lowest total production costs belongs to the pure level strategy in simulation modelling as well. However, instead of modified level strategy, in simulation modelling the pure chase strategy produces the second lowest total production costs. This is not unexpected because by increasing the production volume by allowing a controlled rate of hiring and lay off, backorder quantity can drop which causes an increase in new orders inflow and another increase in production amount and thus total production costs. Similar to mathematical modelling results, a chase strategy, i.e. the modified chase strategy has the third lowest total production costs.

Both level strategies stay in the first place when total labour productivity costs measure is taken into account, which is consistent with the mathematical modelling findings. However, now, both chase strategies come in third place not the mixed chase and level policy. This is also quite possible since as is evident from Table 7, by applying the mixed chase and level strategy, workforce level shows the highest oscillation which is resulted from constant pricing and advertising policies for adjusting demand (new orders inflow) that in turn leads to higher oscillations in demand level and consequently in workforce level especially when there is no upper bounds on hiring and lay off rates. Please note that as already stated only positive deviations from standard production times are considered.

Ranking of APP policies regarding the customer satisfaction and total inventory holding, backordering and advertising costs criteria in simulation modelling thoroughly conform to that of mathematical modelling.

Finally, when optimum utilisation of production resources and capacity is considered, in both simulation modelling and mathematical modelling, the pure chase strategy performs best and the pure level plan remains at the bottom of the list. The performance of modified chase strategy deteriorates significantly in comparison with its performance in mathematical modelling most likely due to allowing subcontracting in the simulation model.

5. Conclusions and directions for future research

The present study proposed a framework based on a set of stochastic, nonlinear, multi-objective optimisation models to evaluate the performance of various APP strategies under uncertainty in soft drink industry, where the customer demand was regarded as the main source of uncertainty. In the first stage, a novel, precise, stochastic, nonlinear, multi-objective optimisation decision making model was constructed for APP based on the mixed chase and level strategy to consider APP from a holistic view. Then, the relevant models for other APP strategies
such as pure chase, pure level, modified chase and modified level were derived from the model that was developed for the mixed chase and level strategy. Different APP strategies were compared with regard to criteria/objectives like total profit, total revenue, total production costs and total labour productivity costs.

The MCDM methods AVF, TOPSIS and VIKOR were used to rank various APP strategies regarding different criteria, and then the rankings of different methods were aggregated by computing the average of the ranks and by Borda and Copeland methods.

With regard to initial criteria weights, the pure chase and the modified chase strategies had the best performance in general after aggregating the rankings of different methods, followed by the pure level strategy.

However, the sensitivity analysis showed that altering the criteria weights can change ranking of APP strategies. Chase strategies performed well when the importance weights of Z₁, Z₂ and Z₄ (total labour productivity costs and total costs of changes in workforce level respectively) increase. On the other hand, reducing the weights of Z₁, Z₅, Z₆ and Z₇ (total revenue, customer satisfaction degree, total inventory holding, backordering and advertising costs and unutilised production resources and capacity respectively), where level strategies performed poorly, significantly improves the ranking of these strategies. Assigning higher weights to Z₁ (total revenue) in which the mixed chase and level strategy has the best performance, changes the rankings in favour of this strategy.

The performance of APP strategies was also simulated by an integrated DES-SD methodology, and the results were compared to those of mathematical models. On the whole, simulation modelling approved most of the results obtained by mathematical modelling.

The research can be extended in several directions in the future, mainly:

• The present study was conducted in an industry which combines both capital-intensiveness and labour-intensiveness features. Case studies from more labour-intensive industries, especially in chase strategy cases, would produce more informative results/findings.

• The interface between operations management and marketing management has been a growing area of research. To the best of the authors’ knowledge, there is no published work on evaluating APP strategies from marketing management viewpoint. This is especially true regarding the fact that the demand management mechanisms embedded in level strategies act by applying pricing and advertising options that normally are considered as marketing management mechanisms as well.

Appendix A. Concise re-presentation of the model developed for the fundamental mixed chase and level strategy in Jamalnia et al. [13]

Notations

Decision variables

In notations definition for decision variables the subscripts r, e, n, s and superscript t stand for regular shift, extra shift, product n, scenario s and time period t respectively. D, Q, B, I, H and L denote product demand (unadjusted demand), production volume, backorder, inventory, hiring and layoff respectively. PR, AC, PT and PC show product price, advertising costs, production time and production capacity respectively.

Parameters/ constants

G, F, W and v represent cost, time required to produce the first unit of a product, workforce level and warehouse space respectively. CPR, PPR, FPR, FAC, SPT, TPC, MU and MC denote the coefficient in the equation for product price, the parameter in the equation for product price, fixed, standard production costs, production time, total production capacity, hours of machine usage per unit of a product and machine capacity respectively.

Similar subscripts are also used for parameters/ constants except that s in the cost coefficient of the decision variable which shows subcontracting stands for subcontracting not scenario s. In addition, u as subscript of the product demand denotes unadjusted demand, and w stands for workers in salary cost parameters. The lower cases of the notations which were introduced for decision variables are used in subscript of the constants/parameters to be representative of those variables correspondingly. Max in subscripts denote the maximum values of the constants/parameters.

P with subscript s shows the probability associated with scenario s, and p in subscript of production costs denotes production.

σ is the regulator parameter, and a, b and c are constant terms in relevant equations.

Objectives

(1) Maximise total revenue

\[
\text{Max } Z_1^r = \sum_{n=1}^{N} \sum_{t=1}^{T} (I_{m}^{n-1} + Q_{f}^{t} + Q_{r}^{t} + S_{t}^{n} - L_{t}^{n})PR_{m}^{t} \quad \forall s
\]  

(2) Minimise total production costs

Three items: all production costs except worker salaries in regular shift and extra shift, worker salaries in regular shift and extra shift and subcontracting costs are included in total production costs.

\[
\text{Min } Z_2^r = \sum_{n=1}^{N} \sum_{t=1}^{T} C_{pr}^{t} (Q_{f}^{t} + Q_{r}^{t}) + \sum_{n=1}^{N} \sum_{t=1}^{T} (Q_{f}^{t-1} PT_{r}^{t} + F_{b}^{t} (Q_{f}^{t} - Q_{r}^{t-1}) + \varepsilon )\max ((Q_{f}^{t} - Q_{r}^{t-1}), 0) - \max ((Q_{f}^{t} - Q_{r}^{t-1}), 0) PT_{r}^{t-1})C_{pr}^{t} \\
+ \sum_{n=1}^{N} \sum_{t=1}^{T} (Q_{f}^{t} PT_{r}^{t} + F_{b}^{t} (Q_{f}^{t} - Q_{r}^{t-1}) + \varepsilon )\max ((Q_{f}^{t} - Q_{r}^{t-1}), 0) - \max ((Q_{f}^{t} - Q_{r}^{t-1}), 0) PT_{r}^{t-1})C_{pr}^{t} + \sum_{n=1}^{N} \sum_{t=1}^{T} C_{aw}^{t} S_{aw} \quad \forall s
\]  

(3) Minimise total labour productivity costs

This objective function is to minimise the positive deviations from the standard production time for both existing workforce, due to frequent layoffs, and therefore workers motivation decline, and newly hired labour force because of the learning time required to reach a normal productivity level equivalent to the productivity of experienced labour.
Min \( Z_i^1 = \sum_{n=1}^{N} \sum_{t=1}^{T} \left( (\max(P T_{im}^n - S P T_{mn}, 0) Q_{im}^n) C_{imn} + (\max(P T_{im}^n - S P T_{mn}, 0) Q_{im}^n) C_{imn} \right) + \sum_{n=1}^{N} \sum_{t=1}^{T} \left( \max(F_{tn}((\max(Q_{im}^n - Q_{im}^{n-1} | + \varepsilon)^\lambda - S P T_{mn}, 0) \max(Q_{im}^n - Q_{im}^{n-1}, 0)) C_{imn} \right) + \sum_{n=1}^{N} \sum_{t=1}^{T} \left( \max(F_{tn}((\max(Q_{im}^n - Q_{im}^{n-1} | + \varepsilon)^\lambda - S P T_{mn}, 0) \max(Q_{im}^n - Q_{im}^{n-1}, 0)) C_{imn} \forall s \right) \right) (3) 

(4) Minimise the changes in workforce level 

Min \( Z_i^2 = \sum_{n=1}^{N} \sum_{t=1}^{T} \left( C_{imn}^t H_{mn}^t + C_{imn}^t L_{mn}^t + C_{imn}^t H_{mn}^t + C_{imn}^t L_{mn}^t \right) \forall s \right) (4) 

(5) Maximise customer satisfaction 

Max \( Z_i^3 = \sum_{n=1}^{N} \sum_{t=1}^{T} \left( 1 - \frac{B_{tn}^n}{D_{tn}^n} \right) / NT \forall s \right) (5) 

(6) Minimise total inventory holding, backordering and advertising costs 

Min \( Z_i^4 = \sum_{n=1}^{N} \sum_{t=1}^{T} \left( C_{imn}^t L_{mn}^t + C_{imn}^t B_{mn}^t \right) + \sum_{n=1}^{N} \sum_{t=1}^{T} A C_{mns}^n \forall s \) (6) 

(7) Minimise unutilised production resources and capacity 

Min \( Z_i^5 = \sum_{n=1}^{N} \sum_{t=1}^{T} \left( \frac{S_{imn}^t}{Q_{imn}^t + Q_{imn}^t} \right) + (1 - \frac{Q_{im}^n}{PC_{imn}^n}) + (1 - \frac{Q_{im}^n}{PC_{imn}^n}) / NT \forall s \right) \) (7) 

The expected value for objective \( k, E(Z_k) \), is then obtained as follows: 

\( E(Z_k) = \sum_{s=1}^{S} P_s Z_k^s \) (8) 

Where, \( S \) is the total number of scenarios. 

Constraints 

(9) Capacity constraints 

Production capacities assigned to different products are regarded as first stage decision variables, i.e. decisions that need to be made before the uncertain outcomes are revealed. 

\( Q_{imn}^t \leq PC_{imn}^t \forall n, \forall t, \forall s \) (9) 

\( Q_{imn}^t \leq PC_{imn}^t \forall n, t, \forall s \) (10) 

\( \sum_{n=1}^{N} \sum_{t=1}^{T} (PC_{imn}^n + PC_{imn}^n) \leq TPC \) (11) 

(12) Constraints for the demand management options 

The common demand management options are pricing, advertising, backordering and introducing complementary products. Since launching new products requires establishing new production facilities/production lines, only the first three options are considered in present study. 

By applying pricing and advertising policies, business managers can shift the demand from peak periods to off-peak periods. 

\( (B_{imn}^{t+1} - B_{imn}^{t-1}) P_{imn}^t = (\max(B_{imn}^{t+1} - B_{imn}^{t-1}, 0)) F P R_{imn}^t + (\min(B_{imn}^{t+1} - B_{imn}^{t-1}, 0)(C P R_{imn} B_{imn}^{t+1} + P P R_{imn}) \forall n, \forall t, \forall s \in [L, A] \) (12) 

\( (B_{imn}^{t+1} - B_{imn}^{t-1}) P_{imn}^t = (\min(B_{imn}^{t+1} - B_{imn}^{t-1}, 0)) F P R_{imn}^t + (\max(B_{imn}^{t+1} - B_{imn}^{t-1}, 0)(C P R_{imn} B_{imn}^{t+1} + P P R_{imn}) \forall n, \forall t \) (13) 

\( (B_{imn}^{t+1} - B_{imn}^{t-1}) A C_{imn}^t = (\max(B_{imn}^{t+1} - B_{imn}^{t-1}, 0)) F A C_{imn}^t + (\min(B_{imn}^{t+1} - B_{imn}^{t-1}, 0)) \left( a_{AC} + \frac{b_{AC}}{\sigma_{AC} B_{imn}^{t-1} + c_{AC}} \right) \forall n, \forall t, \forall s \in [L, A] \) (14) 

\( (B_{imn}^{t+1} - B_{imn}^{t-1}) A C_{imn}^t = (\min(B_{imn}^{t+1} - B_{imn}^{t-1}, 0)) F A C_{imn}^t + (\max(B_{imn}^{t+1} - B_{imn}^{t-1}, 0)) \left( a_{AC} + \frac{b_{AC}}{\sigma_{AC} B_{imn}^{t-1} + c_{AC}} \right) \forall n, \forall t \) (15)
\[ D_{w_{,}} = D_{w_{,}}(t) \left( 1 + \sigma_{\text{DaI}} \max \left( \frac{AC^2_{DA}}{PR_{DA}} - \frac{AC^2_{DA}}{PR_{DA}}, 0 \right) \right) \forall n, \forall t, \forall s \in [L, A] \]  
\[ D_{w_{,}H} = D_{w_{,}H}(t) \left( 1 + \sigma_{\text{DaI}} \min \left( \frac{AC^2_{DA}}{PR_{DA}} - \frac{AC^2_{DA}}{PR_{DA-1}}, 0 \right) \right) \forall n, \forall t \]  
\[ AC_{\text{max}} \leq AC_{\text{max}}^2 \forall n, \forall t, \forall s \]  

(19) Production and inventory balance

\[ l^{-1}_{m_{,}i} - b^{-1}_{m_{,}i} + q^{-1}_{m_{,}i} + \left( \frac{\max(D_{w_{,}} + b^{-1}_{m_{,}i} - PC_{m_{,}i}^{-1} - l^{-1}_{m_{,}i}, 0)}{\max(D_{w_{,}} + b^{-1}_{m_{,}i} - PC_{m_{,}i}^{-1} - l^{-1}_{m_{,}i}, 0) + \varepsilon} \right)(t_{m_{,}i} + s_{m_{,}i}) - D_{p_{,}m_{,}i} = l^{-1}_{m_{,}i} - b^{-1}_{m_{,}i} \forall n, \forall t, \forall s \]  

(20) Recruitment constraints

The learning curve effect is considered in the constructed APP model to better reflect the worker experience factor in computing the required labour-hours, which is embedded in following constraints.

\[ H_{p_{,}i} = \sum_{n=1}^{N} F_{p_{,}i}(Q_{m_{,}i} - Q_{m_{,}i}^{\text{min}} + \varepsilon)^{b}(Q_{m_{,}i} - Q_{m_{,}i}^{\text{min}}), 0) \forall n, \forall t, \forall s \]  
\[ L_{p_{,}i} = \sum_{n=1}^{N} \max((Q_{m_{,}i}^{-1} - Q_{m_{,}i}^{\text{min}}), 0) PT_{i_{,}m_{,}i} \forall n, \forall t, \forall s \]  
\[ l_{m_{,}i} = \max((Q_{m_{,}i}^{-1} - Q_{m_{,}i}^{\text{min}}), 0) PT_{i_{,}m_{,}i} \forall n, \forall t, \forall s \]  
\[ PT_{i_{,}m_{,}i} = a_{PT_{i_{,}m_{,}i}} + Ln(b_{PT_{i_{,}m_{,}i}}L_{m_{,}i} + c_{PT_{i_{,}m_{,}i}}) \forall n, \forall t, \forall s \]  
\[ H_{i_{,}m_{,}i} = \sum_{n=1}^{N} F_{i_{,}m_{,}i}(Q_{m_{,}i} - Q_{m_{,}i}^{\text{min}} + \varepsilon)^{b}(Q_{m_{,}i} - Q_{m_{,}i}^{\text{min}}), 0) \forall n, \forall t, \forall s \]  
\[ L_{i_{,}m_{,}i} = \sum_{n=1}^{N} \max((Q_{m_{,}i}^{-1} - Q_{m_{,}i}^{\text{min}}), 0) PT_{i_{,}m_{,}i} \forall n, \forall t, \forall s \]  
\[ l_{m_{,}i} = \max((Q_{m_{,}i}^{-1} - Q_{m_{,}i}^{\text{min}}), 0) PT_{i_{,}m_{,}i} \forall n, \forall t, \forall s \]  
\[ PT_{i_{,}m_{,}i} = a_{PT_{i_{,}m_{,}i}} + Ln(b_{PT_{i_{,}m_{,}i}}L_{m_{,}i} + c_{PT_{i_{,}m_{,}i}}) \forall n, \forall t, \forall s \]  
\[ \sum_{n=1}^{N} Q_{m_{,}i}^{-1}PT_{i_{,}m_{,}i} + H_{i_{,}m_{,}i} - L_{i_{,}m_{,}i} \leq W_{i_{,}m_{,}i} \forall n, \forall t, \forall s \]  
\[ \sum_{n=1}^{N} Q_{m_{,}i}^{-1}PT_{i_{,}m_{,}i} + H_{i_{,}m_{,}i} - L_{i_{,}m_{,}i} \leq W_{i_{,}m_{,}i} \forall n, \forall t, \forall s \]  

Machine capacity and warehouse space

\[ \sum_{n=1}^{N} MU_{n_{,}}(Q_{m_{,}i}^{\text{min}} + Q_{m_{,}i}^{\text{max}}) \leq MC_{\text{max}} \forall t, \forall s \]  
\[ \sum_{n=1}^{N} w_{n_{,}i} \leq V_{\text{max}} \forall t, \forall s \]  
\[ Q_{m_{,}i}^{\text{min}}, Q_{m_{,}i}^{\text{max}}, S_{m_{,}i}, B_{m_{,}i}, l_{m_{,}i}, l_{m_{,}i}^{-1}, PC_{m_{,}i}, PC_{m_{,}i}^{\text{min}}, PT_{i_{,}m_{,}i}, PT_{i_{,}m_{,}i}^{-1}, H_{i_{,}m_{,}i}, L_{i_{,}m_{,}i}, H_{i_{,}m_{,}i}^{-1}, L_{i_{,}m_{,}i}^{-1}, D_{i_{,}m_{,}i}, PR_{i_{,}m_{,}i}, AC_{\text{max}} \geq 0 \]  

Appendix B. Supplementary data

Supplementary material related to this article can be found, in the online version, at doi:https://doi.org/10.1016/j.jmsy.2018.12.009.
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