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Abstract. We investigate the structure of root data by considering their decom-
position as a product of a semisimple root datum and a torus. Using this decom-
position we obtain a parameterisation of the isomorphism classes of all root data.
By working at the level of root data we introduce the notion of a smooth regular
embedding of a connected reductive algebraic group, which is a refinement of
the commonly used regular embeddings introduced by Lusztig. In the absence of
Steinberg endomorphisms such embeddings were constructed by Benjamin Mar-
tin.

In an unpublished manuscript Asai proved three key reduction techniques
that are used for reducing statements about arbitrary connected reductive alge-
braic groups, equipped with a Frobenius endomorphism, to those whose derived
subgroup is simple and simply connected. By using our investigations into root
data we give new proofs of Asai’s results and generalise them so that they are
compatible with Steinberg endomorphisms. As an illustration of these ideas, we
answer a question posed to us by Olivier Dudas concerning unipotent supports.

1. Introduction

1.1. Let K be an algebraically closed field of characteristic p > 0 then we say G
is a K-group if it is an algebraic group defined over K. We will denote by GK the
set of isomorphism classes of connected reductive K-groups. In this article we will be
concerned with the following natural question.

Problem 1.2. Give a nice parameterisation of the set of isomorphism classes GK.

1.3. Here the term nice is subjective. However, for each element of GK we would like
to give it a computable label which distinguishes it uniquely. If p > 0 then it is difficult
to approach Problem 1.2 in the language of algebraic groups. This is primarily because
a bijective morphism of algebraic groups need not be an isomorphism in positive char-
acteristic. For instance, if p > 0, then the product map SLp(K)×Gm → GLp(K), where
Gm denotes the multiplicative group of the field, is a bijective morphism of algebraic
groups but the K-groups SLp(K)×Gm and GLp(K) are not isomorphic.

1.4. To get around these subtleties we will provide an answer to Problem 1.2 using
the language of root data. If V is a set then we denote by QV = Q⊗Z ZV the Q-vector
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space obtained from the free Z-module ZV by extending scalars. With this we recall
that, roughly, a root datum is a quadruple (X, Φ, qX, qΦ) where X and qX are a pair of finite
rank free Z-modules in duality and Φ ⊆ X ⊆ QX and qΦ ⊆ qX ⊆ Q qX are root systems.
Let R denote the set of isomorphism classes of root data. By a classical theorem of
Chevalley we have a bijective map GK → R defined by G 7→ R(G), where R(G) is
the root datum of G defined with respect to some (any) maximal torus of G. Hence,
Problem 1.2 is equivalent to the following.

Problem 1.5. Give a nice parameterisation of the set of isomorphism classes R.

Remark 1.6. To get around the subtleties in 1.3 one could also work with group schemes.
However, by working with root data we are able to obtain qualitative statements, such
as Proposition 5.19. We also hope our work here will have applications to the imple-
mentation of algebraic groups, via root data, in computer algebra systems such as GAP,
see [Gec+96; Mic15].

1.7. The first main goal of this paper is to give a complete solution to Problem 1.5.
Let us outline our approach to this problem by describing our strategy in the language
of groups. For the purposes of this description we will ignore the subtleties described
above; the reader can assume K = C if they wish. It is well known that each connected
reductive K-group G is a product GderZ◦(G) of its derived subgroup Gder 6 G, which is
a semisimple group, and connected centre Z◦(G) 6 G, which is a torus. Another way of
saying this is that the natural product homomorphism Gder × Z◦(G)→ G is surjective.
The kernel of this homomorphism is given by the subgroup K(G) := {(g, g−1) | g ∈
Gder ∩ Z◦(G)}, which is a finite abelian group.

1.8. If φ : G → G′ is an isomorphism then certainly this restricts to isomorphisms
Gder → G′der, Z◦(G) → Z◦(G′), and K(G) → K(G′). Hence, a starting point for
the classification is to classify, up to isomorphism, all triples (G, T, K) consisting of:
a semisimple group G, a torus T, and a finite abelian group K. However each such class
of groups has a well-known classification result. For instance: semisimple groups are
classified by a root system and a subgroup of its fundamental group, tori are classified
by their dimension, and finite abelian groups are classified by their invariant factors.

1.9. Now one can define various closed embeddings π : K → G × T of the finite
abelian group K such that the quotient (G×T)/π(K) is a connected reductive algebraic
group. To finish the classification one needs to parameterise those embeddings π giving
rise to non-isomorphic connected reductive algebraic groups. As one would expect the
automorphism group of K plays a role here. One of the main results of this paper, see
Theorem 5.18, effectively gives a parameterisation of the groups (G×T)/π(K) in terms
of Aut(K).

1.10. Once one has obtained such a parameterisation it is possible to ask the fol-
lowing natural question: How many groups, up to isomorphism, give rise to a fixed
triple (G, T, K), taken up to isomorphism? It is, perhaps, not so surprising that when
the dimension of T is large there is only one group, up to isomorphism, yielding the
triple (G, T, K). However, using our parameterisation, together with work of Diaconis–
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Graham [DG99], we see that “large” here is in fact surprisingly small, see Proposi-
tion 5.19.

Smooth Regular Embeddings

1.11. Let us now discuss the second main focus of this article, namely regular em-
beddings, but, first, some notation. If A is a finitely generated Z-module then we denote
by Tor(A) 6 A the torsion subgroup of A and we denote by Torp(A) 6 Tor(A) its p-
torsion subgroup. We then set Torp′(A) = Tor(A)/ Torp(A) and Ap′ = A/ Torp(A).
Note that Torp′(A) = Tor(Ap′) is the torsion subgroup of Ap′ so Ap′ has no p-torsion.

1.12. Assume G is a connected reductive K-group with root datumR(G) = (X, Φ, qX, qΦ).
By [Bon06, 4.1] we have X(Z(G)/Z◦(G)) ∼= Torp′(X/ZΦ) so Z(G) is connected if and
only if Torp′(X/ZΦ) = {0} or, equivalently, Tor(X/ZΦ) = Torp(X/ZΦ). We say G has
a connected and smooth centre if Tor(X/ZΦ) = {0}. This is equivalent to the condition
that the unique connected reductive C-group GC satisfying R(GC) ∼= R(G) has a con-
nected centre. Alternatively, it is equivalent to the scheme theoretic centre of G (viewed
as a group scheme) being connected and smooth.

1.13. A closed embedding ι : G → G̃ between K-groups is said to be a derived em-
bedding if ι(Gder) = G̃der. Following Lusztig [Lus88, 7] we say a derived embedding
ι : G→ G̃ is a regular embedding if G̃ is a connected reductive K-group with a connected
centre. In this paper we call a regular embedding ι : G → G̃ a smooth regular embedding
if Z(G̃) is connected and smooth. If p = 0 then there is no difference between a regular
embedding and a smooth regular embedding. However, if p > 0 then smooth regu-
lar embeddings are somewhat better behaved. For instance, we have a natural closed
embedding SLp(K) → SLp(K) ×Gm which is a regular embedding but not a smooth
regular embedding. However the natural embedding SLn(K) → GLn(K) is always a
smooth regular embedding.

1.14. We will be particularly interested in these notions when G is equipped with
a Steinberg/Frobenius endomorphism F : G → G. In this case we tacitly assume that
K = Fp is an algebraic closure of the finite field Fp of prime order p > 0. Note, we
take the term Steinberg endomorphism to mean that some power of F is a Frobenius
endomorphism. If G is equipped with a Steinberg/Frobenius endomorphism F : G →
G then given any derived, regular, or smooth regular embedding ι : G → G̃ we require
that G̃ is equipped with a Steinberg/Frobenius endomorphism F : G̃ → G̃ such that
ι ◦ F = F ◦ ι. This additional condition complicates matters considerably.

1.15. If G is a connected reductive K-group, possibly equipped with a Steinberg/Frobenius
endomorphism, then Deligne–Lusztig constructed a regular embedding ι : G → G̃ in
[DL76, 5.18]. Hence regular embeddings always exist. By mimicking their construc-
tion at the level of root data we are able to construct a smooth regular embedding
ι : G → G̃ thus showing that smooth regular embeddings always exist, see Lemma 6.5.
In Lemma 6.11 we give an example of the complexities that can be introduced by Stein-
berg endomorphisms.

Remark 1.16. It was kindly pointed out to us by the referee that our construction has
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appeared before in the work of Benjamin Martin, see [Mar99, Theorem 4.5]. Our con-
tribution is to note that this construction is compatible with Steinberg/Frobenius endo-
morphisms.

Asai’s Reduction Techniques

1.17. In an unpublished manuscript [Asa] Asai introduced several reduction tech-
niques for working with connected reductive K-groups equipped with Frobenius endo-
morphisms. These techniques are used to show that a statement concerning an arbitrary
connected reductive K-group G equipped with a Frobenius endomorphism holds by re-
ducing to the case where the derived subgroup of G is simple and simply connected.
These ideas have been used extensively throughout the literature. For instance, they
are used by: Lusztig [Lus84; Lus88] in the classification of irreducible characters, Geck
[Gec96] to prove the existence of unipotent supports, and the author [Tay16b] to prove
the existence of wave-front sets.

1.18. Our main purpose for introducing smooth regular embeddings is to give new
proofs for Asai’s reduction techniques. One significant up-shot of our proofs is that
they allow us to obtain these statements for Steinberg endomorphisms and not just
for Frobenius endomorphisms. We note that in the absence of Steinberg/Frobenius
endomorphisms these results are much easier to obtain. Our first main result in this
direction is the following, which is a strengthened form of [Asa, 2.3.2].

Theorem 1.19. Assume G is a connected reductive K-group and σi : G → Gi are derived
embeddings with i ∈ {1, 2}. Then there exists a connected reductive K-group G′ and smooth
regular embeddings σ′i : Gi ↪→ G′, with i ∈ {1, 2}, such that the following diagram commutes

G G1

G2 G′

σ1

σ2 σ′1

σ′2

1.20. To state the second reduction technique we will need to introduce a notion
which is dual to that of a smooth regular embedding. We say a homomorphism of K-
groups π : G̃ → G is a smooth covering if it is a surjective central homomorphism such
that: G̃ is a connected reductive K-group, Ker(π) is a torus, the derived subgroup of
G̃ is simply connected, and Z(G̃) is connected/smooth if Z(G) is. As before, if G is
endowed with a Steinberg/Frobenius endomorphism F : G → G then we additionally
require that G̃ is endowed with a Steinberg/Frobenius endomorphism F : G̃→ G̃ such
that π ◦ F = F ◦ π. The following is a strengthened form of [Asa, 2.3.1].

Theorem 1.21. For any connected reductive K-group G there exists a smooth covering π :
G̃→ G.
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Remark 1.22. Our proof of Theorem 1.21 uses duality together with the existence of
smooth regular embeddings. We note that the idea of using duality and regular embed-
dings appears in [GM16, 1.7.13].

1.23. To state the third, and final, reduction technique we assume that our connected
reductive K-group G is a direct product G1 × · · · ×Gn and F : G → G is a Steinberg
endomorphism such that F(Gi) = Gi+1 with the indices computed cyclically. In partic-
ular, this implies that Gi is abstractly isomorphic to Gi+1 and we have Fn(Gi) = Gi for
all 1 6 i 6 n so Fn restricts to a Steinberg endomorphism of Gi. Now we clearly have a
natural surjective homomorphism of algebraic groups π1 : G → G1 given by projection
onto the first factor. The following is a strengthened form of [Asa, 2.4.2].

Lemma 1.24. Let G and F : G → G be as in 1.23. There exists a smooth regular embedding
σ : G → G′ such that G′ = G′1 × · · · ×G′n and F′ : G′ → G′ is a Steinberg endomorphism
satisfying F′(G′i) = G′i+1 with the indices computed cyclically. Moreover, if π1 : G → G1 and
π′1 : G′ → G′1 are the natural projection maps then the following diagram is commutative

G G′

G1 G′1

σ

π1 π′1

σ

and the restriction σ|G1 : G1 → G′1 is a smooth regular embedding with respect to the Steinberg
endomorphism Fn on G1.

Unipotent Supports

1.25. Finally, as an illustration of these reduction techniques we answer a question
posed to us by Olivier Dudas concerning unipotent supports. For this, assume G is
a connected reductive algebraic K-group equipped with a Steinberg endomorphism
F : G → G. Let O ⊆ G be an F-stable unipotent class and let us choose a set of
representatives u1, . . . , ur ∈ OF for the GF-classes contained in OF. If χ ∈ Irr(GF) is an
irreducible character then we define the average value of χ on O to be

AV(O, χ) =
r

∑
i=1

[AG(ui) : AG(ui)
F]χ(ui).

If g ∈ G then AG(g) = CG(g)/C◦G(g) denotes the component group of the centraliser.
Now, given χ ∈ Irr(GF) one has a corresponding unipotent support Oχ ⊆ G, see
[Lus92; GM00]. This is defined to be the unique class of maximal dimension satisfying
the condition AV(O, χ) 6= 0.

Theorem 1.26. Assume p is a good prime for G and Z(G) is connected. Then for any χ ∈
Irr(GF) we have Oχ is the unique class satisfying the following conditions:
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(a) χ(u) 6= 0 for some u ∈ OF
χ,

(b) if g ∈ GF is an element such that χ(g) 6= 0 then guni ∈ Oχ.

Here guni denotes the unipotent part of g.

1.27. The unicity of a class satisfying the conditions of Theorem 1.26 is easy. Indeed,
assume O also satisfies the conditions of Theorem 1.26 then we must have O ⊆ Oχ and
Oχ ⊆ O. However this implies O = Oχ so O = Oχ. It thus suffices to show that Oχ

satisfies these two conditions. However (a) obviously holds because AV(Oχ, χ) 6= 0 so it
suffices to show (b) holds; this is done in Theorem 9.2 using the results in [AA07; Lus92;
Tay16b].

1.28. Let us finally consider the assumptions in Theorem 1.26. It is known that the
conclusion of Theorem 1.26 is false if p is a bad prime, as is pointed out by Geck in
[Gec96, §1]. Having said this we conjecture that the conclusion of Theorem 1.26 holds
assuming only that p is a good prime; so allowing Z(G) to be disconnected. If p is
an acceptable prime (which implies p is good) and q is large enough then the results
of [Lus92; Tay16b] show that the conclusion of Theorem 1.26 holds even when Z(G) is
disconnected. Unfortunately regular embeddings seem to be of little use in generalising
Theorem 1.26 to the disconnected centre case.

Outline of the Paper

1.29. We first recall, in Sections 2 and 3, some standard results and constructions
concerning Z-modules and root data that will be used throughout the paper. In Sec-
tion 4 we introduce the notion of a central product of root data, which is the key con-
struction that is to be used throughout. We prove our main classification result, namely
Theorem 5.18, in Section 5. In Section 6 we investigate smooth regular embeddings and
prove their existence.

1.30. In Sections 7 and 8 we prove our strengthened forms of Asai’s reduction tech-
niques, namely Theorems 1.19 and 1.21 and Lemma 1.24. In the setting of 1.23 we also
consider the relationship between Deligne–Lusztig induction and restriction on GFn

1 and
GF, see Proposition 8.3, and consequently Lusztig series, see Corollary 8.8. In the final
section, Section 9, we prove the necessary statements needed to obtain Theorem 1.26.

Acknowledgments: The author gratefully acknowledges the financial support of IN-
dAM and the European Commission via an INdAM Marie Curie Fellowship as well
as the University of Padova via grants CPDA125818/12 and 60A01-4222/15. He would
also like to thank: Meinolf Geck for several useful discussions, Gunter Malle for his com-
ments on a preliminary version of this article, and Alan Logan for pointing us towards
[DG99]. Finally he thanks an anonymous referee for pointing out [Mar99].

2. Presentations of Finite Z-Modules

Throughout all Z-modules are assumed to be finitely generated.
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2.1. Let A 6= {0} be a finite Z-module, i.e., a finite abelian group, then by [Hun80,
II, 2.6(ii)] there exists a unique sequence of integers (d1, . . . , ds) such that

A ∼= Z/d1Z⊕ · · · ⊕Z/dsZ,

ds > 1, and ds | ds−1 | · · · | d1. The integers occurring in the sequence (d1, . . . , ds) are
called the invariant factors of A. We define the invariant factors of A = {0} to be the
empty sequence (). In particular, {0} has 0 invariant factors. If X is a free Z-module
then by [Hun80, II, 2.6(i)] there is a unique integer r > 0 such that X ∼= Zr; we call
rk(X) := r the rank of X. The following is an obvious consequence of [Hun80, II, 1.6].

Lemma 2.2. Assume f : X → A is a surjective Z-module homomorphism where X is free and
A is finite. There exists a basis (x1, . . . , xn) of X and integers dn | dn−1 | · · · | d1 such that
(d1x1, . . . , dnxn) is a basis of Ker( f ), (d1, . . . , ds) are the invariant factors of A, and di = 1 for
any i > s > 0. In particular, we have rk(X) > s.

Definition 2.3. If f : X → A is a surjective homomorphism with X free and A finite then
we say a basis (x1, . . . , xn) of X is adapted to f if it satisfies the properties of Lemma 2.2.

3. Root Data

Throughout G will denote a connected reductive K-group. More-
over, we denote by Ga, resp., Gm, the set K, resp., K \ {0}, viewed
as an algebraic group under addition, resp., multiplication.

3.1. Recall that a root datum is a quadruple R := (X, Φ, qX, qΦ) such that X and qX
are free Z-modules equipped with a perfect pairing 〈−,−〉R : X × qX → Z, and Φ ⊆ X
and qΦ ⊆ qX are finite subsets satisfying the conditions of [Spr09, 7.4.1]; our root data are
thus assumed to be reduced. In particular, we have a bijection Φ→ qΦ which we denote
by α 7→ qα. If Φ, or equivalently qΦ, is empty then we say R is a torus. If QΦ = QX,
or equivalently Q qΦ = Q qX, then we say R is semisimple. Note also that the quadruple
qR := ( qX, qΦ, X, Φ) is again a root datum with the canonical pairing which we call the dual

root datum. If T 6 G is a maximal torus of our connected reductive algebraic group then
we may construct the root datum R(G, T) = (X(T), Φ, qX(T), qΦ) of G with respect to T,
or simply the root datum of (G, T), which is defined as in [Spr09, 7.4.3]. In particular,
we have X(T), resp., qX(T), is the character, resp., cocharacter, group of T.

3.2. If R = (X, Φ, qX, qΦ) and R′ = (X′, Φ′, qX′, qΦ′) are root data then we say ( f , q, τ) :
R′ → R is a p-morphism if f : X′ → X is a Z-module homomorphism, q : Φ →
{max(pn, 1) | n > 0 an integer} is a function, and τ : Φ→ Φ′ is a bijection satisfying the
condition of [Spr09, 9.6.3, Eq. (44)]. A p-morphism is a p-isogeny if f and its dual, or
transpose, qf : qX → qX′ with respect to 〈−,−〉R are injective. If R = R′ and p > 0 then
we have the notion of a p-Steinberg, resp., p-Frobenius, endomorphism which are those
p-morphisms satisfying the condition of [GM16, 1.4.17(ii)], resp., [GM16, 1.4.27(ii)].
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Remark 3.3. We note that there is a natural composition of p-morphisms. Moreover,
given a p-morphism ( f , q, τ) we have qf : qX → qX′ is naturally a p-morphism and the
assignment f 7→ qf is bijective and contravariant on p-morphisms. This bijection restricts
to a bijection between p-isogenies and if R′ = R then it restricts to a bijection between
p-Steinberg, resp., p-Frobenius, endomorphisms.

Reductive groups

3.4. Recall that a homomorphism φ : G → G′ between connected reductive K-
groups is called an isotypy if Ker(φ) is contained in the centre Z(G) of G and Im(φ)

contains the derived subgroup G′der of G′. Moreover, we say φ is an isogeny if it is
surjective and has finite kernel. In particular, any isotypy restricts to an isogeny φ :
Gder → G′der between derived subgroups. In what follows it will be convenient for us
to consider pairs (G, T) consisting of a connected reductive K-group G and a maximal
torus T 6 G. We will define an isotypy φ : (G, T) → (G′, T′) between such pairs to be
an isotypy φ : G→ G′ such that φ(T) 6 T′.

3.5. By [Spr09, 8.1.1] there exists, for any root α ∈ Φ, an isomorphism xα : Ga → Xα

onto a unique closed subgroup Xα 6 G such that txα(k)t−1 = xα(α(t)k) for any k ∈ Ga

and t ∈ T. A family (xα)α∈Φ of such isomorphisms will be called a realisation of (G, T);
note that this is weaker then the corresponding notion defined in [Spr09, 8.1.5].

3.6. Now assume φ : (G, T) → (G′, T′) is an isotypy and (xα)α∈Φ, resp., (x′α)α∈Φ, is
a realisation of (G, T), resp., (G′, T′). We then have an induced Z-module homomor-
phism φ∗ : X(T′) → X(T) defined by φ∗(x) = x ◦ φ. Arguing as in [Ste99, 2.5] we see
that there exists a p-morphism R(φ) := (φ∗, q, τ) : R(G′, T′) → R(G, T) and constants
cα ∈ Gm such that

φ(xα(k)) = x′τ(α)(cαkq(α)), (3.7)

see also [CGP10, Example A.4.4]. With this we have the following classical result which
is a culimination of a generalisation of the isogeny theorem together with the existence
theorem, see [Ste99, §5], [Jan03, II, 1.14], and [Spr09, 10.1.1].

Theorem 3.8. For any root datum R there exists a connected reductive K-group G and a
maximal torus T 6 G such that R(G, T) = R. Moreover, for any p-morphism ( f , q, τ) :
R(G′, T′) → R(G, T) there exists an isotypy φ : (G, T) → (G′, T′) such that R(φ) = f .
If φ′ : (G, T) → (G′, T′) is another isotypy satisfying R(φ′) = ( f , q, τ) then there exists an
element t ∈ T such that φ′ = φ ◦ Inn t, where Inn g : G→ G denotes the automorphism defined
by Inn g(x) = gxg−1 for any g, x ∈ G.

3.9. We will need the following characterisations of Steinberg and Frobenius endo-
morphisms, which are often used in the literature. For proofs of these statements we
refer the reader to [GM16, 1.4.16, 1.4.17]; see also [DM91, 3.17].

Proposition 3.10. Assume K = Fp then an isogeny F : (G, T)→ (G, T) is a Steinberg/Frobenius
endomorphism if and only if R(F) : R(G, T) → R(G, T) is a p-Steinberg/p-Frobenius endo-
morphism.
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3.11. In the following sections we will need to remove the ambiguity over isotypies
in Theorem 3.8. To do this we will need to add more information to the pair (G, T). For
this, let us choose a Borel subgroup B 6 G containing T. The choice of Borel subgroup
B determines a natural set of simple roots ∆ ⊆ Φ ⊆ X(T). If (xα)α∈∆ denotes a family of
isomorphisms, as in 3.5, then we call the quadruple (G, B, T, (xα)α∈∆) a pinned connected
reductive group or a pinning of (G, T). We will usually write (xα) instead of (xα)α∈∆ for
simplicity. An isotypy

φ : (G, B, T, (xα))→ (G′, B′, T′, (x′α))

of pinned groups is then defined to be an isotypy φ : G → G′ such that φ(B) 6 B′,
φ(T) 6 T′, and cα = 1 for all α ∈ ∆, where cα is as in (3.7).

3.12. On the side of root data we have the corresponding notion of a based root datum.
This is a sextuple (X, Φ, ∆, qX, qΦ, q∆) where R = (X, Φ, qX, qΦ) is a root datum, ∆ ⊆ Φ is a
set of simple roots, and q∆ ⊆ qΦ is the image of ∆ under the bijection q : Φ → qΦ. Note
that q∆ is then also a set of simple coroots. We shall also denote the based root datum
by (R, ∆, q∆). A p-morphism between based root data is then defined to be a p-morphism
( f , q, τ) : R′ → R such that τ(∆) = ∆′. To any quadruple (G, B, T, (xα)) we have a
corresponding based root datum R̂(G, B, T, (xα)) = (R(G, T), ∆, q∆). Moreover, for any
morphism φ : (G, B, T, (xα))→ (G′, B′, T′, (x′α)) we obtain a corresponding p-morphism
of based root data R̂(φ) : R̂(G′, B′, T′, (x′α)) → R̂(G, B, T, (xα)). The following is a
strengthened form of Theorem 3.8. Its proof is an easy consequence of Theorem 3.8 and
[Hum75, 16.2, C] which we leave to the reader.

Proposition 3.13. For any p-morphism ( f , q, τ) : R̂(G′, B′, T′, (x′α)) → R̂(G, B, T, (xα))

there exists a unique isotypy φ : (G, B, T, (xα)) → (G′, B′, T′, (x′α)) such that R̂(φ) =

( f , q, τ).

Remark 3.14. Assume F : G → G is a Steinberg endomorphism then there exists an
F-stable maximal torus and Borel subgroup T 6 B 6 G. There then exists a pinning
(G, B, T, (xα)) of (G, T) such that F : (G, B, T, (xα)) → (G, B, T, (xα)) is an isotypy of
pinned groups. We will say such a pinning is compatible with F.

Constructing new root data from old

3.15. We need to recall some constructions which allow us to create new root data
from existing root data; we assume R and R′ are root data as in 3.2. One can easily
construct a torus from the root datum R by setting R◦ = (X,∅, qX,∅). We may also
form the direct sum R⊕R′ which is defined to be the quadruple (X ⊕ X′, Φ ∪Φ′, qX ⊕
qX′, qΦ∪ qΦ′), where we identify Φ, resp., Φ′, with its image under the canonical inclusion
map X → X ⊕ X′, resp., X′ → X ⊕ X′; similar identifications are made for the coroots.
Note that for any (x, x′) ∈ X⊕ X′ and (y, y′) ∈ qX⊕ qX′ we have

〈(x, x′), (y, y′)〉R⊕R′ = 〈x, y〉R + 〈x′, y′〉R′ .
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3.16. Now let A ⊆ X be a submodule such that Φ ⊆ A and denote by qA =

Hom(A, Z) the dual of A. We will denote by ιA : A → X the natural inclusion and
by qιA : qX → qA the map defined by qιA(y) = 〈−, y〉R ◦ ιA. The following provides a way
to construct a root datum from A with the same underlying roots.

Lemma 3.17 ([GP11, §6.5]). The quadruple RA = (A, Φ, qA,qιA(qΦ)) is a root datum, with
respect to the canonical perfect pairing 〈−,−〉RA : A× qA → Z defined by 〈a, b〉RA = b(a),
called the root datum induced by A. Moreover ιA : A→ X is a homomorphism of root data.

Remark 3.18. Let B ⊆ qX be a submodule containing qΦ and denote by qB the dual module
Hom(B, Z). If ιB : B→ qX is the natural inclusion map and qιB : X → qB is the map defined
by qιB(x) = 〈x,−〉R ◦ ιB then the quadruple RB = (qB,qιB(Φ), B, qΦ) is a root datum called
the root datum co-induced by B. Note that RB is just the dual of the root datum qRB

induced by B.

3.19. Now assume A ⊆ X is any subset then we define submodules

A> = {x ∈ X | nx ∈ ZA for some integer n > 0} ⊆ X,

A⊥ = {y ∈ qX | 〈x, y〉R = 0 for all x ∈ A} ⊆ qX.

Note that A>/ZA = Tor(X/ZA). If B ⊆ qX is a subset then the submodules B> ⊆ qX and
B⊥ ⊆ X are defined in exactly the same way. Now assume Φ ⊆ A ⊆ X is a submodule
as in 3.16 so that A = A>, in particular the quotient X/A is a free module. In this
case qιA is surjective and we have RA is isomorphic to the root datum (A, Φ, qX/A⊥, qΦ)

with the pairing being that induced by 〈−,−〉R. Here we implicitly identify qΦ with its
image under the natural map qX → qX/A⊥. Following [Spr09, 8.1.8, 8.1.9] we define the
radical of R to be the torus Rrad = (RΦ⊥)◦ = (X/Φ>,∅, Φ⊥,∅); note that (Φ⊥)⊥ = Φ>.
Moreover, we define the derived datum to be the semisimple datum Rder = RqΦ> =

(X/ qΦ⊥, Φ, qΦ>, qΦ).

4. Central Products of Root Data

4.1. In this section we introduce a construction of root data which is inherited from
the fibre product of Z-modules. For this let Ri = (Xi, Φi, qXi, qΦi) be a root datum
with i ∈ {1, 2} and let A be a Z-module equipped with two surjective homomorphisms
hi : Xi → A such that Φi ⊆ Ker(hi). With respect to the triple (A, h1, h2) we may
construct the fibre product X1⊕(A,h1,h2) X2 in the category of Z-modules. In other words,
we have a commutative diagram

X1 ⊕(A,h1,h2) X2 X1

X2 A

p1

p2 h1

h2

(4.2)
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where pi : X1 ⊕(A,h1,h2) X2 → Xi is the projection map. Concretely we have

X1 ⊕(A,h1,h2) X2 = {(x1, x2) ∈ X1 ⊕ X2 | h1(x1) = h2(x2)}.

If the maps hi are clear from context then we will usually write X1 ⊕A X2 instead of
X1 ⊕(A,h1,h2) X2.

Remark 4.3. As we assume that hi : Xi → A is surjective it is clear that the projection
maps pi : X1⊕(A,h1,h2) X2 → Xi are also surjective. In fact, they are simply the restriction
of the usual projection maps pi : X1 ⊕ X2 → Xi. We also note that X1 ⊕(A,h1,h2) X2 =

X1 ⊕ X2 if and only if A = {0}.

4.4. Now consider the direct sumR1⊕R2 = (X1⊕X2, Φ, qX1⊕ qX2, qΦ) of root data, as
in 3.15. As Ker(hi) contains the root lattice ZΦi we clearly have X1⊕(A,h1,h2) X2 contains
the roots Φ = {(α1, 0), (0, α2) | αi ∈ Φi} so if B := X1 ⊕(A,h1,h2) X2 then we may form the
root datum

R1 ⊕(A,h1,h2)R2 := (R1 ⊕R2)B = (B, Φ, qB,qιB(qΦ))

induced by B. We say that R1 ⊕(A,h1,h2) R2 is the central product of R1 and R2 over
(A, h1, h2). Again we will usually denote R1 ⊕(A,h1,h2) R2 by R1 ⊕A R2 if the maps h1

and h2 are clear from context. We end this section by recording the following simple
lemma.

Lemma 4.5. Assume the notation of 4.1 and 4.4 then the projection map pi : R1 ⊕AR2 → Ri

is a surjective homomorphism of root data. Furthermore, we have

Ker(p1) = {(0, x) ∈ X1 ⊕A X2 | x ∈ Ker(h2)},
Ker(p2) = {(x, 0) ∈ X1 ⊕A X2 | x ∈ Ker(h1)},

and (X1 ⊕A X2)/ Ker(pi) ∼= Xi has no torsion.

Proof. The usual projection map p′i : X1 ⊕ X2 → Xi defines a homomorphism of root
data because qp′i : qXi → qX1 ⊕ qX2 is simply the canonical inclusion map. Therefore as
pi = p′i ◦ ιB, where ιB : B → X1 ⊕ X2 is the inclusion, we have pi is a homomorphism of
root data by Lemma 3.17. �

5. Structure and Classification of Root Data

5.1. Let is denote by I the class of all triples (R, T , K) such that:

• R = (X, Φ, qX, qΦ) is a semisimple root datum,

• K ⊆ X is a submodule containing Φ,

• and T = (T,∅, qT,∅) is a torus such that there exists a surjective Z-module homo-
morphism T → X/K.
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We define an equivalence class on I by setting (R1, T1, K1) ∼ (R2, T2, K2) if there exist
isomorphisms ϕ : R1 → R2 and ψ : T1 → T2 such that ϕ(K1) = K2. The resulting set
of equivalence classes is denoted by I /∼ and we denote by [R, T , K] the equivalence
class containing (R, T , K) ∈ I .

5.2. Before moving on let us note that the equivalence classes I /∼ can be described
in more concrete terms. Consider pairs (Φ, V) consisting of a real Euclidean vector
space V, with inner product (−|−) : V × V → R, and a crystallographic root system
Φ ⊆ V. Associated to Φ we have its weight lattice Ω ⊆ V and fundamental group
Ω/ZΦ. For each subgroup X/ZΦ 6 Ω/ZΦ we have a corresponding semisimple root
datum RX = (X, Φ, qX, qΦ). Here we have qX = Hom(X, Z) and

qΦ =

{
2
(−|α)
(α|α)

∣∣∣∣ α ∈ Φ
}

.

5.3. The automorphism group Aut(Φ) 6 GL(V) is the stabiliser of Φ. This group
stabilises the weight lattice Ω hence it acts on the fundamental group Ω/ZΦ. For the
fixed pair (Φ, V) consider the set J(Φ,V) of triples (X/ZΦ, K/ZΦ, n) where X/ZΦ and
K/ZΦ are subgroups of the fundamental group Ω/ZΦ and n > 0 is an integer such that
n is greater than or equal to the number of invariant factors of X/K. The group Aut(Φ)

acts on J(Φ,V) by acting simultaneously on the first two factors. The map J(Φ,V) → I

defined by (X/ZΦ, K/ZΦ, n) 7→ (RX, Tn, K), where Tn = (Zn,∅, Zn,∅) is a torus of
rank n, defines a bijection

⊔
(Φ,V)/∼=

(
J(Φ,V)/ Aut(Φ)

)
→ I /∼.

Here we have (Φ1, V1) ∼= (Φ2, V2) if there exists an isometry V1 → V2 mapping Φ1 onto
Φ2.

Remark 5.4. The Weyl group W(Φ) of Φ is a normal subgroup of Aut(Φ) which acts
trivially on Ω/ZΦ so the action of Aut(Φ) on Ω/ZΦ factors through the quotient
Aut(Φ)/W(Φ). Moreover, this quotient is isomorphic to the automorphism group of
the underlying Dynkin diagram of Φ, see [Bou02, VI, §4, 2, Cor. to Prop. 1].

5.5. If R = (X, Φ, qX, qΦ) is a root datum then we get a triple (Rder,Rrad, (Φ> ⊕
qΦ⊥)/ qΦ⊥) ∈ I , c.f., 3.19 and 5.1. This triple is contained in I because Rrad =

(X/Φ>,∅, qΦ⊥,∅) and we have a surjective homomorphism

X/Φ> → X/(Φ> ⊕ qΦ⊥) ∼= (X/ qΦ⊥)/((Φ> ⊕ qΦ⊥)/ qΦ⊥).

If f : R1 → R2 is an isomorphism between root data Ri = (Xi, Φi, qXi, qΦi) then this
naturally induces isomorphisms ϕ : (R1)der → (R1)der and ψ : (R1)rad → (R1)rad.
Moreover, we have

ϕ((Φ>1 ⊕ qΦ⊥1 )/ qΦ⊥1 ) = (Φ>2 ⊕ qΦ⊥2 )/ qΦ⊥2 .
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Thus, if we fix an equivalence class [R, T , K] ∈ I /∼ then we have a well-defined subset

R[R, T , K] = {R′ = (X′, Φ′, qX′, qΦ′) ∈ R | (R′der,R′rad, (Φ′> ⊕ qΦ′⊥)/Φ′⊥) ∼ (R, T , K)}.

Thus we obtain a partition

R =
⊔

[R,T ,K]∈I /∼
R[R, T , K]. (5.6)

5.7. To solve Problem 1.5 it is clearly sufficient, given (5.6), to give a parameterisation
of the elements in a given set R[R, T , K]. For this we will need to understand the struc-
ture of an arbitrary root datum. We will do this using the central products considered
in the previous section. We begin with the following definition which will appear again
later.

Definition 5.8. If Ri = (Xi, Φi, qXi, qΦi) are root data with i ∈ {1, 2} then a homomor-
phism of root data f : R2 → R1 is said to be a derived embedding if f : X2 → X1 is sur-
jective. If R1 is endowed with a p-Steinberg/p-Frobenius endomorphism φ1 : R1 → R1

then we additionally require that there exists a p-Steinberg/p-Frobenius endomorphism
φ2 : R2 → R2 such that f ◦ φ1 = φ2 ◦ f .

Lemma 5.9. Let f : R2 → R1 be a derived embedding of root data. Let us set A = X1/ f (Φ>2 )
and let h2 : X2/Φ>2 → A be the map defined by h2(x + Φ>2 ) = f (x) + f (Φ>2 ). If h1 : X1 → A
is the natural projection map then the homomorphism φ : X2 → X1 ⊕ (X2/Φ>2 ) defined by
φ(x) = ( f (x), x + Φ>2 ) defines an isomorphism of root data

φ : R2 → R1 ⊕(A,h1,h2) (R2)rad.

Moreover, we have f = p1 ◦ φ where p1 : R1 ⊕(A,h1,h2) (R2)rad → R1 is the projection map.

Proof. Let us denote R1 ⊕(A,h1,h2) (R2)rad by (B, Φ, qB, qΦ). It’s clear that φ(X2) ⊆ B.
Now assume (x1, x2 + Φ>2 ) ∈ B then by the surjectivity of f there exists an element
x′2 ∈ X2 such that x1 = f (x′2). By assumption there exists an element a ∈ Φ>2 such that
f (x′2) = f (x2) + f (a) = f (x2 + a). With this we see that φ(x2 + a) = (x1, x2 + Φ>2 ) so
φ(X2) = B.

Now assume x ∈ Ker(φ) then certainly x ∈ Φ>2 ∩Ker( f ). However, this means there
exists an integer n > 0 such that nx ∈ ZΦ2 and f (nx) = n f (x) = 0. As f restricts to a
bijection Φ2 → Φ1 it restricts to an isomorphism ZΦ2 → ZΦ1. This means nx = 0 so
x = 0 because X2 is a free module. Thus we have shown that the map is an isomorphism
of Z-modules. The fact that φ is an isomorphism of root data follows immediately from
the fact that f is a homomorphism of root data. The final statement is also clear. �

Corollary 5.10 (see [Spr09, 8.1.10]). Let R = (X, Φ, qX, qΦ) be a root datum and let f : R →
Rder be the derived embedding defined by the projection map f : X → X/ qΦ⊥. Then we
have an isomorphism φ : R → Rder ⊕(A,h1,h2) Rrad, defined by φ(x) = (x + qΦ⊥, x + Φ>),
where A = X/(Φ> ⊕ qΦ⊥) and h1 : X/ qΦ⊥ → A and h2 : X/Φ> → A are defined by
h1(x + qΦ⊥) = x + (Φ> ⊕ qΦ⊥) and h2(x + Φ>) = x + (Φ> ⊕ qΦ⊥).
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Proof. This follows immediately from Lemma 5.9 by noting that we have an isomor-
phism

(X/ qΦ⊥)/ f (Φ>) ∼= X/(Φ> ⊕ qΦ⊥). �

5.11. By Corollary 5.10 we have, up to isomorphism, every root datum is a central
product R⊕(A,h1,h2) T where R = (X, Φ, qX, qΦ) is semisimple and T = (T,∅, qT,∅) is
a torus. Note that as A is isomorphic to a quotient of X/ZΦ we must have A is finite
because R is semisimple. The following notes that we can recover R, T , and A, directly
from R⊕(A,h1,h2) T .

Lemma 5.12. Assume R′ := R⊕(A,h1,h2) T = (B, Φ′, qB, qΦ′) where R = (X, Φ, qX, qΦ) is a
semisimple root datum, T = (T,∅, qT,∅) is a torus, and A is a finite Z-module. Then the
following hold:

(a) Ker(p1) = qΦ′⊥ so p1 factors through an isomorphism of root data R′der → R,

(b) Ker(p2) = Φ′> so p2 factors through an isomorphism of root data R′rad → T ,

(c) Ker(h1 ◦ p1) = Ker(h2 ◦ p2) = Φ′> ⊕ qΦ′⊥ so h1 ◦ p1 = h2 ◦ p2 factors through an
isomorphism of abelian groups B/(Φ′> ⊕ qΦ′⊥)→ A.

Proof. (a). As T has no roots we see that (x, t) ∈ qΦ′⊥ if and only if x ∈ qΦ⊥ ⊆ X but
qΦ⊥ = {0} because R is semisimple. Hence Ker(p1) = qΦ′⊥. We leave (b) to the reader.

(c). By the commutativity of the diagram in (4.2), Lemma 4.5, and parts (a) and (b)
it follows that

Ker(h1 ◦ p1) = Ker(h2 ◦ p2) = Ker(p1)⊕Ker(p2) = qΦ′⊥ ⊕Φ′>.

As the composition h1 ◦ p1 = h2 ◦ p2 is surjective, see Remark 4.3, the statement fol-
lows. �

Corollary 5.13. Let R′i := Ri ⊕(Ai ,hi , fi) Ti = (Bi, Φ′i, qBi, qΦ′i) be a central product where Ri =

(Xi, Φi, qXi, qΦi) is a semisimple root datum and Ti = (Ti,∅, qTi,∅) is a torus with i ∈ {1, 2}. If
ζ : R′1 → R′2 is a p-morphism then there exist p-morphisms ζ1 : R1 → R2 and ζ2 : T1 → T2

and a homomorphism ζ3 : A1 → A2 such that the following hold:

(a) ζ = (ζ1 ⊕ ζ2)|B1 ,

(b) ζ3 ◦ h1 = h2 ◦ ζ1,

(c) ζ3 ◦ f1 = f2 ◦ ζ2.

In particular, we have ζ1(Ker(h1)) ⊆ Ker(h2). If ζ is an isomorphism then so is each ζi and we
have ζ1(Ker(h1)) = Ker(h2).

Proof. As ζ is a p-morphism it is clear that ζ(qΦ′⊥1 ) ⊆ qΦ′⊥2 and ζ(Φ′>1 ) ⊆ Φ′>2 so we ob-
tain induced Z-module homomorphisms ζ : B1/ qΦ′⊥1 → B2/ qΦ′⊥2 , ζ : B1/Φ′>1 → B2/Φ′>2 ,
and ζ : B1/(qΦ′⊥1 ⊕ Φ′>1 ) → B2/(qΦ′⊥2 ⊕ Φ′>2 ). In particular, these define p-morphisms
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(R′1)der → (R′2)der and (R′1)rad → (R′2)rad and we get the following diagram where
each square commutes

X1 B1/ qΦ′⊥1 B2/ qΦ′⊥2 X2

A1 B1/(Φ′>1 ⊕ qΦ′⊥1 ) B2/(Φ′>2 ⊕ qΦ′⊥2 ) A2

T1 B1/Φ′>1 B2/Φ′>2 T2

h1

ζ

ζ

h2

ζ

f1 f2

Here the unmarked horizontal maps are the isomorphisms given by Lemma 5.12; the
unmarked vertical maps are the canonical projections. The top row now defines ζ1, the
middle row defines ζ3, and the bottom row defines ζ2. �

Remark 5.14. If R′1 = R′2 in Corollary 5.13 and ζ is a p-Steinberg, resp., p-Frobenius,
endomorphism then so are ζ1 and ζ2.

Definition 5.15. Assume R = (X, Φ, qX, qΦ) is any root datum and f : X → A is a
fixed surjective homomorphism of Z-modules such that Φ ⊆ K := Ker( f ). We denote
by Aut(R)K those automorphisms ψ̃ ∈ Aut(R) of the root datum satisfying ψ̃(K) =

K. Any such automorphism determines an automorphism of X/K ∼= A so we have
a homomorphism Aut(R)K → Aut(A) whose image we denote by Aut(R, f )(A). The
elements of Aut(R, f )(A) are said to be tame with respect to (R, f ). In other words,
Aut(R, f )(A) consists of those automorphisms ψ ∈ Aut(A) for which there exists an
automorphism ψ̃ ∈ Aut(R) satisfying ψ ◦ f = f ◦ ψ̃.

5.16. If one takes R to be a torus in Definition 5.15 then Φ = ∅ so one is simply
asking for a Z-module automorphism ψ̃ : X → X that lifts ψ with respect to f . We give
an example illustrating this point, which will be useful later on.

Example 5.17. Assume n > 1 is an integer and set A := Z/nZ. We assume T =

(T,∅, qT,∅) is a torus and f : T → A is a fixed surjective homomorphism. Let (t1, . . . , tr)

be a basis of T adapted to f , i.e., we have (nt1, t2, . . . , tr) is a basis of Ker( f ). With this
choice of basis we will identify Aut(T) with GLr(Z).

Let us first assume that r = 1. If k ∈ Z then ψk : A → A, defined by ψk(x) = kx
for all x ∈ A, is a homomorphism. Moreover, we have Aut(A) = {ψk | 1 6 k < n and
gcd(k, n) = 1} ∼= Z/ϕ(n)Z where ϕ(n) is the evaluation at n of Euler’s totient function.
It’s clear that Aut(T , f )(A) = {ψ1, ψn−1} because Aut(T) ∼= GL1(Z) = {(1), (−1)}.

Now consider the case where r = 2 and again let ψk ∈ Aut(A). As gcd(k, n) = 1 we
have by Bézout’s identity that there exist integers a, b ∈ Z such that ka + nb = 1. The
matrix [

k −n
b a

]
∈ SL2(Z)
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thus determines an automorphism of T lifting ψ. Hence, in this case we have Aut(T , f )(A) =

Aut(A). If r > 2 then T = 〈t1, t2〉 ⊕ 〈t3, . . . , tr〉 so it’s clear we again have Aut(T , f )(A) =

Aut(A).

Theorem 5.18. Assume (R, T , K) ∈ I is a triple with R = (X, Φ, qX, qΦ) and fix a pair of
surjective Z-module homomorphisms h : X → X/K and f : T → X/K such that Ker(h) = K.
If A = X/K then the map Aut(A)→ R defined by ψ 7→ R⊕(A,h,ψ◦ f ) T induces a bijection

Aut(R,h)(A)\Aut(A)/ Aut(T , f )(A)→ R[R, T , K].

Here Aut(R,h)(A) are those automorphisms of A that are induced by an automorphism of R and
similarly for Aut(T , f )(A), see Definition 5.15 for details.

Proof. By Corollary 5.10 and Lemma 5.12 any root datum R′ ∈ R[R, T , K] is isomor-
phic to a central product R ⊕(X/K,h′, f ′) T with h′ : X → X/K and f ′ : T → X/K
surjective homomorphisms with Ker(h′) = K. Now, choose a basis (x1, . . . , xn) of X
adapted to h : X → A. By assumption Ker(h) = Ker(h′) so we have an automorphism
ψ1 ∈ Aut(A), defined by ψ1(h(xi)) = h′(xi) for 1 6 i 6 s, which satisfies h′ = ψ1 ◦ h.

Again we choose a basis (t1, . . . , tn), resp., (t′1, . . . , t′n), of T adapted to f , resp., f ′.
As T/ Ker( f ) ∼= T/ Ker( f ′) ∼= A we have automorphisms λ : T → T, defined by
λ(t′i) = ti, and ψ2 : A → A, defined by ψ2( f (ti)) = f ′(t′i), which satisfy ψ2 ◦ f ◦ λ = f ′.
If ψ = ψ−1

1 ◦ ψ2 then we have an isomorphism

X⊕(A,h′, f ′) T → X⊕(A,h,ψ◦ f ) T = X⊕(A,ψ1◦h,ψ2◦ f ) T

defined by (x, t) 7→ (x, λ(t)). This is clearly an isomorphism of root data R⊕(A,h′, f ′)

T → R⊕(A,h,ψ◦ f ) T which shows the map is surjective.
Now assume ψ1, ψ2 ∈ Aut(A) are such that ψ1 = ζ ◦ ψ2 ◦ ψ for some ψ ∈ Aut(T , f )(A)

and ζ ∈ Aut(R,h)(A). As ψ and ζ are tame there exist automorphisms ψ̃ ∈ Aut(T )
and ζ̃ ∈ Aut(R) such that ζ ◦ h = h ◦ ζ̃ and ψ ◦ f = f ◦ ψ̃. As we also have ζ−1 ◦ h =

h ◦ ζ̃−1 one easily checks that (x, t) 7→ (ζ̃−1(x), ψ̃(t)) defines an isomorphism of root
data R⊕(A,h,ψ1◦ f ) T → R⊕(A,h,ψ2◦ f ) T which shows the map is well defined.

Finally let R⊕(A,h,ψ1◦ f ) T = (B1, Φ1, qB1, qΦ1) and R⊕(A,h,ψ2◦ f ) T = (B2, Φ2, qB2, qΦ2)

and let us assume that we have an isomorphism ζ : R⊕(A,h,ψ1◦ f ) T → R⊕(A,h,ψ2◦ f ) T .
By Corollary 5.13 we have automorphisms ζ1 : X → X, ζ2 : T → T, and ζ3 : A → A
such that ζ3 ◦ h = h ◦ ζ1 and ζ3 ◦ (ψ1 ◦ f ) = (ψ2 ◦ f ) ◦ ζ2. If ψ = ψ−1

2 ◦ ζ3 ◦ ψ1 then
we have ψ ◦ f = f ◦ ζ2 so ψ ∈ Aut(T , f )(A) and moreover ψ1 = ζ−1

3 ◦ ψ2 ◦ ψ. Note that
ζ−1

3 ∈ Aut(R,h)(A) and ψ ∈ Aut(T , f )(A) so the map is injective. �

Proposition 5.19. Assume T = (T,∅, qT,∅) is a torus and f : T → A is a surjective homo-
morphism onto a finite Z-module. If A has s > 0 invariant factors and rk(T ) > s + 1 then
Aut(T , f )(A) = Aut(A).

Proof. Choose a basis (t1, . . . , tn) of T adapted to f . For 1 6 i 6 s we denote by
Ai 6 A the cyclic submodule 〈 f (ti)〉 ∼= Z/diZ so that A = A1 ⊕ · · · ⊕ As. Now, assume
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ψ ∈ Aut(A) then {ψ( f (t1)), . . . , ψ( f (ts))} is another generating set of A. By [DG99,
(2.2)] there exist automorphisms τ ∈ Aut(T) and γ ∈ Aut(A) such that ψ ◦ f = γ ◦ f ◦ τ

and γ = idA1 ⊕ · · · ⊕ idAs−1 ⊕ψk. Here we use the notation of Example 5.17 so that
1 6 k < ds is an integer with gcd(k, ds) = 1. The construction of Example 5.17 clearly
shows that γ is tame with respect to (T , f ). Hence, ψ ∈ Aut(T , f )(A) as desired. �

Remark 5.20. The proof of Proposition 5.19, together with Example 5.17, shows that if
Aut(Z/dsZ) = {ψ1, ψds−1} then we have Aut(T , f )(A) = Aut(A) even when rk(T ) = s.
Note that this condition on Aut(Z/dsZ) holds if and only if ds ∈ {2, 3, 4, 6}.

6. Smooth Regular Embeddings

6.1. In [DL76, §1.21] Deligne–Lusztig gave a construction which showed that regular
embeddings always exist. We begin this section by showing that smooth regular embed-
dings always exist. Our approach is to mimic the construction of Deligne–Lusztig at the
level of root data. We note that in the absence of Frobenius/Steinberg endomorphisms
this exact construction has been given before by Martin in [Mar99, Theorem 4.5]. We
start by defining the analogues of the notions of regular embedding and smooth regular
embedding at the level of root data.

Definition 6.2. Let R and R′ be root data as in 3.2 then a derived embedding f : R′ →
R, c.f., Definition 5.8, is called a p-regular embedding if X′/ZΦ′ has no p′-torsion and a
smooth regular embedding if X′/ZΦ′ has no torsion.

Lemma 6.3. Assume G is endowed with a Steinberg/Frobenius endomorphism F : G → G
and let T 6 G be an F-stable maximal torus. Let π : (G, T) → (G′, T′) be an isotypy
such that there exists a p-Steinberg/p-Frobenius endomorphism φ′ : R(G′, T′) → R(G′, T′)
satisfying R(π ◦ F) = R(F) ◦ R(π) = R(π) ◦ φ′. Then there exists a Steinberg/Frobenius
endomorphism F′ : (G′, T′)→ (G′, T′) satisfying π ◦ F = F′ ◦π andR(F′) = φ′. Similarly, if
R(F ◦ π) = R(π) ◦R(F) = φ′ ◦R(π) then there exists a Steinberg/Frobenius endomorphism
F′ : (G′, T′)→ (G′, T′) satisfying F ◦ π = π ◦ F′ and R(F′) = φ′.

Proof. By Theorem 3.8 and Proposition 3.10 there exists a Steinberg/Frobenius endo-
morphisms F′ : (G′, T′) → (G′, T′) such that R(F′) = φ′. As R(π ◦ F) = R(F′ ◦ π) we
have again by Theorem 3.8 that there exists an element t ∈ T such that π ◦ F = F′ ◦ π ◦
Inn t. This implies π ◦ F = (F′ ◦ Inn π(t)) ◦ π so simply replacing F′ by F′ ◦ Inn π(t) we
get the statement. The second statement is proved identically. �

Proposition 6.4 (see [GM16, 1.7.8]). Let π : G → G′ be an isotypy and assume G is not
endowed with a Steinberg/Frobenius endomorphism then π is a derived embedding if and only if
R(π) : R(G′, T′)→ R(G, T) is a derived embedding for some (any) maximal tori T 6 G and
T′ 6 G′.

Lemma 6.5 (see [Mar99, Theorem 4.5]). There exists a smooth regular embedding π : G →
G′.
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Proof. Let T 6 G be a maximal torus and let R = R(G, T) = (X, Φ, qX, qΦ) be the root
datum of (G, T). Set A = X/ZΦ and let f : X → X/ZΦ be the canonical projection map
then we may form the central product R′ = R⊕(A, f , f ) R◦ = (X′, Φ′, qX′, qΦ′). Now let
p1 : R′ → R be the projection onto the first factor then by Lemma 4.5 this is a surjective
homomorphism of root data and we have Tor(X′/ZΦ′) = {0}. By Theorem 3.8 there
exists a pair (G′, T′) such thatR(G′, T′) = R′ and an isotypy π : (G, T)→ (G′, T′) such
that R(π) = p1. It follows from Proposition 6.4 that π is a smooth regular embedding
in the absence of Steinberg endomorphisms.

Now let us assume that G is equipped with a Steinberg/Frobenius endomorphism
F : G → G then we may assume that T is chosen to be F-stable. We denote by φ′ :
X′ → X′ the homomorphism defined by φ′(x, y) = (F∗(x), F∗(y)), which is well defined
as F∗(ZΦ) ⊆ ZΦ. It is clear that φ′ induces a p-Steinberg/p-Frobenius endomorphism
of R(G′, T′) such that R(F) ◦ R(π) = R(π) ◦ φ′. It follows from Lemma 6.3 that there
exists a Steinberg/Frobenius endomorphism F′ : (G′, T′) → (G′, T′) such that R(F′) =
φ′ and F ◦ π = π ◦ F′ so π is a smooth regular embedding. �

Example 6.6. Assume now that G = Sp4(K) and R(G, T) = (X, Φ, qX, qΦ) is the root
datum of G with respect to some maximal torus T 6 G. If ∆ = {α1, α2} is a set of
simple roots, with α2 the long root, then X = Zω1 ⊕Zω2 and qX = Zqα1 ⊕Zqα2 with
2ω1 = 2α1 + α2 and ω2 = α1 + α2. Now let R′ = (X′, Φ′, qX′, qΦ′) be the root datum
constructed in the proof of Lemma 6.5 then

X′ = {(aω1 + bω2, cω1 + dω2) ∈ X⊕ X | a− c ∈ 2Z} = Ze1 ⊕Ze2 ⊕Ze3 ⊕Ze4,

where e1 = (ω1, ω1), e2 = (ω2 − ω1, ω1), e3 = (0, 2ω1), and e4 = (0, ω2). If (qe1, qe2, qe3, qe4)

is the dual basis then the corresponding simple roots and coroots of R′ are given by
α′1 = e1 − e2, α′2 = 2e2 − e3, and qα′1 = qe1 − qe2, qα′2 = qe2 respectively. From the calculations
in [Lüb93, Chapter 1] we see that G′ ∼= CSp4(K)×Gm.

6.7. Although the construction of a smooth regular embedding in Lemma 6.5 works
in all cases it has the downside that it does not attempt to minimise the dimension of
Z(G′). In fact the construction gives a group whose centre has dimension the rank of G,
which begs the question: How small can dim(Z(G′)) be? This is particularly relevant
when studying characters of finite reductive groups. Now, assume G is semisimple and
π : (G, T) → (G′, T′) is a smooth regular embedding. Let R(G, T) = (X, Φ, qX, qΦ) and
R(G′, T′) = (X′, Φ′, qX′, qΦ′) then as G is semisimple we have X/ZΦ is finite; we assume
it has s > 0 invariant factors.

6.8. Let f = R(π) : R(G′, T′) → R(G, T) be the corresponding smooth regular
embedding of root data. As f : X′ → X is surjective and Φ′ ⊆ Ker( f ) we must have the
induced map f : X′/ZΦ′ → X/ZΦ is surjective. The quotient X′/ZΦ′ is a free module
and we must have rk(X′/ZΦ′) > s by Lemma 2.2. As the rank of X′/ZΦ′ ∼= X(Z(G′))
is the same as the dimension of Z(G′) we see that dim(Z(G′)) > s. It is an easy exercise
with central products to show that this lower bound is sharp in the absence of Steinberg
or Frobenius endomorphisms. The following shows that this bound is sharp if G is
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simple and endowed with a Frobenius endomorphism (see Lemma 6.11 for the case of
Steinberg endomorphisms).

Proposition 6.9. Assume G is simple and F : G → G is a Frobenius endomorphism. Let
R = R(G, T) = (X, Φ, qX, qΦ) be the root datum of G with respect to an F-stable maximal
torus T 6 G. If A := X/ZΦ has s > 0 invariant factors then there exists a smooth regular
embedding π : G→ G′ such that dim(Z(G′)) = s.

Proof. If G is adjoint there is nothing to show so we can assume s > 0. As F is a
Frobenius endomorphism we have R(F) = qτ : R → R with q an integral p-power and
τ : X → X a finite order automorphism. Clearly τ induces an automorphism τ : A→ A.
We assume T = (T,∅, qT,∅) is a torus with rk(T ) = s and f : T → A is a surjective
homomorphism. We claim that τ ∈ Aut(T , f )(A) is tame with respect to (T , f ). By the
classification of simple algebraic groups the invariant factors of A are given by (n) or
(2, 2) where n > 1 is an integer. If the invariant factors are (2, 2) or (n) with n 6 3 then
the statement follows from Remark 5.20. If A has invariant factors (n) with n > 3 then G
is of type An−1 and we have τ ∈ {ψ1, ψn−1}, so the statement follows from Example 5.17.

Let τ̃ ∈ Aut(T) be a lift of τ so that τ ◦ f = f ◦ τ̃. We now define an automorphism
ψ : X ⊕ T → X ⊕ T by setting ψ(x, y) = (τ(x), τ̃(y)). As the order of τ must divide the
order of τ̃ it’s clear that ψ has finite order so F∗1 = qψ is a p-Frobenius endomorphism
of R⊕ T . This clearly restricts to a p-Frobenius endomorphism of the central product
R⊕(A,h, f ) T , where h : X → A is the natural projection map, satisfying p1 ◦ F∗1 = F∗ ◦ p1.
Thus there exists the desired smooth regular embedding π : G → G′ by Lemmas 4.5
and 6.3 and Proposition 6.4. �

6.10. Note that the conclusion of Proposition 6.9 no longer holds if we replace the
assumption that G is simple by the assumption that G is semisimple. Indeed, assume
G = SL3(K)× SL5(K) then A := X/ZΦ ∼= Z/3Z⊕Z/5Z so A has invariant factors
(15). Assume F : G → G is a Frobenius endomorphism restricting to a split Frobenius
endomorphism on SL3(K) and a twisted Frobenius endomorphism on SL5(K). Then
F∗ = qτ : X → X is such that the automorphism τ induces the automorphism ψ4 on
A ∼= Z/15Z, with the notation as in Example 5.17. If T = (T,∅, qT,∅) is a 1-dimensional
torus with a surjective homomorphism f : T → A then by Example 5.17 we see that ψ4 is
not tame with respect to (T , f ). One easily sees that this implies that there is no smooth
regular embedding π : G → G′ with dim(Z(G′)) = 1. The following shows that the
conclusion of Proposition 6.9 also no longer holds if we replace the assumption that F is
a Frobenius endomorphism with the assumption that F is a Steinberg endomorphism.

Lemma 6.11. Assume p = 2 and G is simple and simply connected of type C2. We assume
F : G → G is a Steinberg endomorphism such that GF is of type 2C2. Then there is no smooth
regular embedding G→ G′ such that dim(Z(G′)) = 1.

Proof. Assume π : R′ → R is a derived embedding of root data whereR′ = (X′, Φ′, qX′, qΦ′)
and Tor(X′/ZΦ′) = {0}. Hence, π is a smooth regular embedding in the absence of
2-Steinberg endomorphisms. As π(Φ′>) = ZΦ we can assume, by Lemma 5.9, that
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R′ = R⊕(A,h, f ) T where T = (T,∅, qT,∅) is a torus, A = X/ZΦ, h : X → A is the
natural projection map, and f : T → A is a surjective homomorphism.

Let us assume that rk(T ) = 1 then T = Zξ, for some ξ ∈ T, and as A ∼= Z/2Z we
must have 2ξ is a basis of Ker( f ). With the notation as in Example 6.6 we have

X′ = {(aω1 + bω2, cξ) ∈ X⊕ T | a− c ∈ 2Z} = Ze1 ⊕Ze2 ⊕Ze3

where e1 = (ω1, ξ), e2 = (ω2, 0) and e3 = (0, 2ξ). We can assume that F is such that
F∗(ω1) = 2rω2 and F∗(ω2) = 2r+1ω1 for some integer r > 0. We assume for a contradic-
tion that there exists a 2-Steinberg endomorphism ψ : R′ → R′ such that p1 ◦ψ = F∗ ◦ p1

where p1 : R′ → R is the natural projection map. By Corollary 5.13 and Remark 5.14
it follows that there exists an integer s > 0 such that ψ(x, y) = (F∗(x), 2sy) for all
(x, y) ∈ X′ = X⊕(A,h, f ) T.

As ψ is assumed to be a 2-Steinberg endomorphism there must be some power of
ψ which acts as multiplication by a 2-power. Clearly no odd power of ψ can have
this property because no odd power of F∗ has this property. Furthermore, one readily
checks that ψ2(e2) = 22r+1e2 and ψ2(e3) = 22se3 so clearly no even power of ψ can have
this property. �

7. Asai’s Reduction Techniques

Proof (of Theorem 1.19). Let us fix a maximal torus T 6 G and maximal tori Ti 6

Gi such that σi(T) 6 Ti. If R = R(G, T) = (X, Φ, qX, qΦ) and Ri = R(Gi, Ti) =

(Xi, Φi, qXi, qΦi) are the corresponding root data then σ∗i : Ri → R is a derived embedding
of root data by Proposition 6.4. We define a torus S = (S,∅, qS,∅) by setting

S = {(x1, x2) ∈ X1 ⊕ X2 | σ∗1 (x1) = σ∗2 (x2)}

and qS = Hom(S, Z).
The torus S is equipped with a homomorphism f : S→ A := X/ZΦ defined by

f (x1, x2) = σ∗1 (x1) + ZΦ = σ∗2 (x2) + ZΦ,

which is surjective because the homomorphisms σ∗i : Xi → X are surjective. In par-
ticular, we may form the central product R⊕(A,h, f ) S where h : X → A is the natural
projection map. It follows from Lemma 4.5 that the quotient (X ⊕(A,h, f ) S)/ZΦ has no
torsion.

By Lemma 5.9 there exists an isomorphism φi : Ri → R⊕(Ai ,hi , fi) Si where Si =

(Ri)rad, Ai = X/σ∗i (Φ
>
i ), hi : X → Ai is the natural projection map, and fi : Si → Ai

is given by fi(y + Φ>i ) = σ∗i (y) + σ∗i (Φ
>
i ). Moreover, we note that λi = σ∗i ◦ φ−1

i :
R⊕(Ai ,hi , fi) Si → R is the projection onto the first factor.

Now, let us observe that we have homomorphisms τi : S → Si, defined by τi(x1, x2) =

xi +Φ>i , which are surjective because the maps σ∗i are surjective. We claim that the maps
πi : R⊕(A,h, f ) S → R⊕(Ai ,hi , fi) Si defined by πi(x, y) = (x, τi(y)) are surjective homo-
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morphisms of root data. For this, assume (x, y + Φ>i ) ∈ Xi ⊕(Ai ,hi , fi) (Xi/Φ>i ) then we
have x − σ∗i (y) ∈ σ∗i (Φ

>
i ) so there exists an element m ∈ Φ>i such that x − σ∗i (y) =

σ∗i (m). Or, in other words, we have x = σ∗i (y + m). By the surjectivity of τi : S → Si

there exists an element s = (s1, s2) ∈ S such that si = y + m and so τi(s) = si + Φ>i =

y + m + Φ>i . From the definition of f we have

f (s) = σ∗i (si) + ZΦ = σ∗i (y + m) + ZΦ = x + ZΦ

so (x, s) ∈ X ⊕(A,h, f ) S and πi(x, s) = (x, τi(s)) = (x, y + m + Φ>i ) = (x, y + Φ>i ), which
proves the claim.

It is clear that we have a commutative diagram

R⊕(A,h, f ) S R⊕(A1,h1, f1) S1

R⊕(A2,h2, f2) S2 R

π1

π2 λ1

λ2

(7.1)

Now, appealing to Theorem 3.8 and Proposition 6.4 there exists a pair (G′, T′) and
smooth regular embeddings σ′i : (Gi, Ti) → (G′, T′) such that R(G′, T′) = R⊕(A,h, f ) S
and R(σ′i ) = φ−1

i ◦ πi. Moreover, as λ1 ◦ π1 = R(σ′1 ◦ σ1) = R(σ′2 ◦ σ2) = λ2 ◦ π2 there
exists an element t ∈ T such that σ1 ◦ σ′1 = σ2 ◦ σ′2 ◦ Inn t. Hence, replacing σ′2 by σ′2 ◦ Inn t
we obtain the result in the absence of Steinberg endomorphisms.

We now assume that G is endowed with a Steinberg/Frobenius endomorphism F :
G → G. By assumption there exist Steinberg/Frobenius endomorphisms Fi : Gi → Gi

such that σ ◦ F = σi ◦ F. We will assume fixed a pinning (G, B, T, (xα)) that is compatible
with F, c.f., Remark 3.14. From this pinning we construct a pinning (Gi, Bi, Ti, (x(i)α )) by
setting

Ti = σ(T)Z(Ti), Bi = σ(B)Z(Gi), x(i)α := σi ◦ xα.

As Fi ◦ σi = σi ◦ F one easily sees that the pinning (Gi, Bi, Ti, (x(i)α )) is compatible with
Fi and we have isotypies

σi : (G, B, T, (xα))→ (Gi, Bi, Ti, (x(i)α )).

We wish to now endow G′ with an appropriate Steinberg/Frobenius endomorphism.
With this in mind we define a Z-module homomorphism ψ : X⊕ S→ X⊕ S by setting

ψ(x, (s1, s2)) = (F∗(x), (F∗1 (s1), F∗2 (s2))),

which makes sense because σ∗i ◦ F∗i = F∗ ◦ σ∗i . Moreover it is easily seen that ψ in-
duces a p-Steinberg/p-Frobenius endomorphism R⊕(A,h, f ) S → R⊕(A,h, f ) S . Hence,
by Theorem 3.8 and Proposition 3.10 there exists a Steinberg/Frobenius endomorphism
F′ : (G′, T′) → (G′, T′) such that R(F′) = ψ. Now we have obtained F′ we will assume
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that (G′, B′, T′, (x′α)) is a pinning compatible with F′.
We claim that we may assume the commutative diagram in (7.1) provides a commu-

tative diagram

R̂(G′, B′, T′, (x′α)) R̂(G1, B1, T1, (x(1)α ))

R̂(G2, B2, T2, (x(2)α )) R̂(G, B, T, (xα))

φ−1
1 ◦ π1

φ−1
2 ◦ π2 σ∗1

σ∗2

of p-morphisms between based root data. Indeed, if B determines the set of simple roots
∆ ⊆ Φ ⊆ X(T), then by the definition of ψ we may certainly assume that B′ determines
the set of simple roots obtained as the image of ∆ embedded in the first factor of X⊕ S.
With this the claim follows.

Applying Proposition 3.13 we obtain unique morphisms

σ′i : (Gi, Bi, Ti, (x(i)α ))→ (G′, B′, T′, (x′α))

such that R̂(σ′i ) = φ−1
i ◦ πi. By the commutativity of the above diagram we have R̂(σ′1 ◦

σ1) = R̂(σ′2 ◦ σ2) hence by Proposition 3.13 we have σ′1 ◦ σ1 = σ′2 ◦ σ2.
The central product R⊕(Ai ,hi , fi) Si is endowed with a p-Steinberg/p-Frobenius endo-

morphism defined by γi(x, s) = (F∗(x), F∗i (s)). Moreover, we have φi ◦ F∗i = γi ◦ φi be-
cause σ∗i ◦ F∗i = F∗ ◦ σ∗i , c.f., Lemma 5.9. One readily checks that we have γi ◦πi = πi ◦ψ

so
R̂(σ′i ◦ Fi) = F∗i ◦ (φ−1

i ◦ πi) = φ−1
i ◦ γi ◦ πi = (φ−1

i ◦ πi) ◦ ψ = R̂(F′ ◦ σ′i ).

Appealing again to Proposition 3.13 we get that σ′i ◦ Fi = F′ ◦ σ′i which completes the
proof. �

Proof (of Theorem 1.21). Let R = R(G, T) = (X, Φ, qX, qΦ) be the root datum of G
with respect to a maximal torus T 6 G. By Lemma 6.5 there exists a smooth regular
embedding f : R′ → qR of root data. In particular, if R′ = (X′, Φ′, qX′, qΦ′) then X′/ZΦ′

has no torsion. As f : X′ → qX is surjective we have a short exact sequence

0 Ker( f ) X′ qX 0

which splits because qX is a free Z-module. This implies that the dual qf : X → qX′ is injec-
tive and the quotient qX′/ qf (X) is free because qf (X) has a complement. By Theorem 3.8
there exists a pair (G̃, T̃), such that R(G̃, T̃) = qR′, and an isotypy π : (G̃, T̃) → (G, T)
such that R(π) = qf : R → qR′. According to [Bor91, V.22.4] and [Ste99, §5] we have π is
a surjective central homomorphism.

If G̃der 6 G̃ is the derived subgroup of G̃ then T̃der = T̃ ∩ G̃der 6 G̃der is a maximal
torus. According to [Spr09, 8.1.9] we haveR(G̃der, T̃der) = qR′der = ( qX′/ qΦ′⊥, qΦ′, Φ′>, Φ′).
This implies G̃der is simply connected because Tor(X′/ZΦ′) = {0} so Φ′> = ZΦ′.
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Recall that Ker(π) is contained in Z(G̃) so is a diagonalisable group. If ι : Ker(π)→
T̃ is the natural closed embedding then we have a short exact sequence of abelian groups

0 X(T) X(T̃) X(Ker(π)) 0
π∗ ι∗

because X(−) is exact, c.f., [DM91, 0.21]. In particular, we have X(Ker(π)) ∼= qX′/ qf (X)

but, as was noted above, the quotient qX′/ qf (X) has no torsion so Ker(π) is a torus.
Now Z(G̃) is connected if and only if Torp′( qX′/Z qΦ′) = {0}. As qf (X) has a comple-

ment we have Tor( qX′/Z qΦ′) = Tor( qf (X)/Z qΦ′). Moreover, as qf (X)/Z qΦ′ = qf (X/ZΦ)

and qf is injective we have Tor( qX′/Z qΦ′) ∼= Tor(X/ZΦ) so Z(G̃) is connected/smooth if
and only if Z(G) is connected/smooth.

Finally, assume G is endowed with a Steinberg/Frobenius endomorphism F : G →
G then we may assume T 6 G is F-stable so thatR(F) = F∗ : R → R is the correspond-
ing p-Steinberg/p-Frobenius endomorphism. By Remark 3.3 we see that the dual mor-
phism qF∗ : qR → qR is again a p-Steinberg/p-Frobenius endomorphism. As f : R′ → qR
is a smooth embedding of root data there exists a p-Steinberg/p-Frobenius endomor-
phism φ : R′ → R′ such that qF∗ ◦ f = f ◦ φ. By Remark 3.3 we have duality is bijective
and contravariant on p-morphisms which implies that qf ◦ F∗ = qφ ◦ qf . Again appealing
to Remark 3.3 we have qφ : qR′ → qR′ is a p-Steinberg/p-Frobenius endomorphism. By
Lemma 6.3 there exists a Steinberg/Frobenius endomorphism F̃ : (G̃, T̃)→ (G̃, T̃) such
that R(F̃) = qφ and π ◦ F̃ = F ◦ π, which completes the proof. �

8. Cyclically Permuted Factors

From this section on we assume K = Fp and p > 0 is a prime.
We choose an algebraic closure Q` with ` 6= p a prime and fix an
involutive automorphism : Q` → Q` which maps every root of
unity to its inverse. For any finite group H we denote by Class(H)

the vector space of all Q`-class functions f : H → Q`. We consider
this to be an inner product space with respect to the usual form
defined by 〈 f , f ′〉H := |H|−1 ∑h∈H f (h) f ′(h). The Q`-irreducible
characters are denoted by Irr(H) ⊆ Class(H).

8.1. In this section, we assume we are in the setting of 1.23. An easy calculation
shows that any F-stable subset X ⊆ G is of the form X1 × F(X1)× · · · × Fn−1(X1) for
some Fn-stable subset X1 ⊆ G1. Hence the projection map π1 : G→ G1 clearly induces
a bijection between the F-stable subsets of G and the Fn-stable subsets of G1.

Proof (of Lemma 1.24). Let T = T1 × · · · × Tn be an F-stable maximal torus of G then
F(Ti) = Ti+1. If R = R(G, T) = (X, Φ, qX, qΦ) is the root datum of (G, T) then we
have R = R1 ⊕ · · · ⊕ Rn where Ri = R(Gi, Ti) = (Xi, Φi, qXi, qΦi) is the root datum
of (Gi, Ti). Let fi : Xi → Ai := Xi/ZΦi be the natural projection map then we have
smooth regular embeddings hi : R′i → Ri where R′i = Ri ⊕(Ai , fi , fi)R

◦
i = (X′i , Φ′i, qX′i , qΦ′i),
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see Lemma 6.5. If R′ = (X′, Φ′, qX′, qΦ′) is the root datum R′1 ⊕ · · · ⊕ R′n then we have a
natural surjective homomorphism of root data h = h1 ⊕ · · · ⊕ hn : R′ → R.

Now X is a direct sum X1⊕ · · ·⊕Xn and by the assumption on T we have F∗(Xi+1) =

Xi. We certainly have a Z-module homomorphism ψi : Xi+1 ⊕ Xi+1 → Xi ⊕ Xi defined
by ψi(x, y) = (F∗(x), F∗(y)). From the definition it is readily checked that this restricts
to a Z-module homomorphism ψi : X′i+1 → X′i . Clearly the Z-module X′ is a direct sum
X′1 ⊕ · · · ⊕ X′n and we may define a Z-module homomorphism ψ : X′ → X′ by setting
ψ(x1, . . . , xn) = (ψ1(x2), . . . , ψn−1(xn), ψn(x1)). It is easily checked that ψ induces a p-
Steinberg endomorphism R′ → R′ such that h ◦ ψ = F∗ ◦ h. Moreover ψn stabilises R′1
and satisfies h1 ◦ ψn = F∗n ◦ h. From this the statement of the lemma is easily obtained,
as in the proof of Lemma 6.5. We leave the details to the reader. �

Deligne–Lusztig Induction and Restriction

8.2. An easy calculation shows that the projection map π1 : G → G1 restricts to an
isomorphism of finite groups GF → GFn

1 , so the inflation π∗1 : Class(GFn

1 ) → Class(GF)

through π1 is an isometry. It is our purpose now to show that the construction of
Deligne–Lusztig induction is compatible with π1. For this let us assume that P1 6 G1

is a parabolic subgroup of G1 with L1 6 P1 an Fn-stable Levi complement of P1. There
is then a unique F-stable subgroup L 6 G such that π1(L) = L1, which is of the form
L1 × F(L1) × · · · × Fn−1(L1), c.f., 8.1. As the parabolic subgroup P1 is not necessarily
F-stable there may be many choices of parabolic subgroup P 6 G such that π1(P) = P1.
We will assume that P = P1 × F−n+1(P1) × · · · × F−1(P1); this makes sense because
Fn(P1) is also a parabolic subgroup of G1 with L1 as an Fn-stable Levi complement. With
this we may form the Deligne–Lusztig induction maps RG

L⊆P : Class(LF) → Class(GF)

and RG1
L1⊆P1

: Class(LFn

1 ) → Class(GFn

1 ), c.f., [Lus76, 1]. The following is an analogue of
[DM91, 13.22] in our setting.

Proposition 8.3. Assume the notation and assumptions of 1.23 and 8.2 then we have a commu-
tative diagram

Class(LFn

1 ) Class(GFn

1 )

Class(LF) Class(GF)

RG1
L1⊆P1

π∗1 π∗1

RG
L⊆P

Proof. For any K-variety X and any finite order automorphism h ∈ Aut(X) we define
the Lefschetz trace

L (h | X) = ∑
i∈Z

(−1)i Tr(h | Hi
c(X, Q`)),

where Hi
c(X, Q`) is the ith compactly supported `-adic cohomology group of X. Let

U 6 P be the unipotent radical of P then U1 = π(U) is clearly the unipotent radical of
P1 and we have U = U1 × F−n+1(U1)× · · · × F−1(U1). Following [Lus76, 1] we define
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varieties

YG
U = {x ∈ G | x−1F(x) ∈ U},

YG1
U1

= {x1 ∈ G1 | x−1
1 Fn(x1) ∈ U1},

which are endowed with natural GF × (LF)opp and GFn

1 × (LFn

1 )opp actions defined by
left and right translation. By [DM91, Proposition 4.5] we have for any χ ∈ Class(LFn

1 )

and g ∈ GF that

(π∗1 ◦ RG1
L1⊆P1

)(χ)(g) = |LFn

1 |−1 ∑
l1∈LFn

1

L ((π1(g), l1) | YG1
U1
)χ(l−1

1 ),

(RG1
L1⊆P1

◦ π∗1)(χ)(g) = |LF|−1 ∑
l∈LF

L ((g, l) | YG
U)χ(π1(l)−1).

As π1 induces isomorphisms GF → GFn

1 and LF → LFn

1 we see immediately from these
formulas that we need only show that

L ((g, l) | YG
U) = L ((π1(g), π1(l)) | YG1

U1
) (8.4)

for any (g, l) ∈ GF × (LF)opp.
From the definition of YG

U we see that any element x ∈ YG
U is of the form (x1, . . . , xn)

with xi ∈ Gi and
x−1

i+1F(xi) ∈ F−n+i(U1), (8.5)

with the indices computed cyclically. From this we see that

x−1
1 Fn(x1) = x−1

1 F(xn) · F(x−1
n F(xn−1)) · F2(x−1

n−1F(xn−2)) · · · Fn−1(x−1
2 F(x1)) ∈ U1.

In particular we have π defines a surjective morphism YG
U → YG1

U1
. The surjectivity is

easy to see because for any x1 ∈ YG1
U1

we have x̂1 = (x1, F(x1), . . . , Fn−1(x1)) ∈ G satisfies

x̂−1
1 F(x̂1) = (x−1

1 Fn(x1), 1, . . . , 1),

so is clearly contained in YG
U . Now assume u = (1, u1, . . . , un−1) ∈ G is such that

ui ∈ F−n+i(U1) then we have

(x̂1u)−1F(x̂1u) = (x−1
1 Fn(x1)F(un−1), u−1

1 , u−1
2 F(u1), u−1

3 F(u2), . . . , u−1
n−1F(un−2))

which is certainly contained in U. This shows that x̂1u ∈ YG
U is in the fibre π−1

1 (x1) of
x1 ∈ YG1

U1
. Moreover the condition in (8.5) shows that every element of π−1

1 (x1) is of
this form; so π−1

1 (x1) is affine of dimension (n− 1)dim U1. The desired equality in (8.4)
now follows from [DM91, 10.12(ii)]. �
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Lusztig Series

8.6. Fix an F-stable maximal torus T0 6 G and let R = R(G, T0) be the corre-
sponding root datum. By Theorem 3.8 there exists a pair (G?, T?

0), unique up to iso-
morphism, such that R(G?, T?

0) = qR. By the above discussion the torus T0 is of the
form T1 × · · · × Tn where Ti = Fi−1(T1). We then have R = R1 ⊕ · · · ⊕ Rn where
Ri = R(Gi, Ti). Clearly qR = qR1 ⊕ · · · ⊕ qRn so we must have G? = G?

1 × · · · ×G?
n and

T?
0 = T?

1 × · · · × T?
n where T?

i 6 G?
i is a maximal torus and R(G?

i , T?
i ) = qRi. Finally,

again appealing to Theorem 3.8, there exists a Steinberg endomorphism F? : (G?, T?
0)→

(G?, T?
0) such that R(F?) = ­R(F). By construction we see that T?

i = (F?)i−1(T?
1).

8.7. As above we have a projection map π?
1 : G? → G?

1 which restricts to an iso-
morphism G?F? → G?F?n

1 of finite groups. In particular, π?
1 induces a bijection between

the conjugacy classes of G?F?
and those of G?F?n

1 . Recall that if [s] ⊆ G?F?
is the G?F?

-
conjugacy class of a semisimple element s ∈ G?F?

then we have a corresponding rational
Lusztig series E(GF, [s]) ⊆ Irr(GF). Moreover, we have a decomposition

Irr(GF) =
⊔

[s]⊆G?F?

E(GF, [s])

where the union runs over all semisimple conjugacy classes. Similarly we have a de-
composition of Irr(GFn

1 ) into Lusztig series. The following shows these decompositions
are compatible with the isometry π∗1 : Class(GFn

1 )→ Class(GF).

Corollary 8.8. Let s ∈ G?F?
be a semisimple element then the isometry π∗1 : Class(GFn

1 ) →
Class(GF) restricts to a bijection E(GFn

1 , [s1])→ E(GF, [s]) where s1 = π?
1(s).

Proof. Let C(G, F) denote the set of all pairs (S, θ) consisting of an F-stable maxi-
mal torus S 6 G and an irreducible character θ ∈ Irr(SF). Note we have a bijection
C(G1, Fn) → C(G, F) defined by (S1, θ1) 7→ (S, θ) = (S1F(S1) · · · Fn−1(S1), π∗1(θ1)).
Moreover, by Proposition 8.3 we have RG

S (π
∗
1(θ1)) = π∗1(RG

S1
(θ1)). So π∗1 maps the irre-

ducible constituents of RG
S1
(θ1) onto those of RG

S (θ).
Now let S(G?, F?) denote the set of all pairs (S?, s) consisting of an F?-stable max-

imal torus S? 6 G? and a semisimple element s ∈ S?F?
. Again we have a bijection

S(G?
1 , F?n)→ S(G?, F?) defined by (S?

1 , s1) 7→ (S?, s) = (S?
1 F?(S?

1) · · · (F?)n−1(S?
1), s1F?(s1) · · · (F?)n−1(s1)).

The statement follows once we know we have a commutative diagram

C(G1, Fn)/GFn

1 C(G, F)/GF

S(G?
1 , F?n)/G?F?n

1 S(G?, F?)/G?F?

between the orbits of the natural conjugation actions of the respective groups. Here the
vertical maps are given by the bijection described in [DM91, 13.13], see also [Tay16a, 6.7].
We leave it as an exercise to the reader to verify the commutativity of this diagram. �
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9. Unipotent Supports

9.1. For this section we place ourselves in the setup of 1.25. In what follows we
will denote by Guni = {guni | g ∈ G} ⊆ G the closed subset consisting of unipotent
elements. We note that Guni is F-stable.

Theorem 9.2. Assume p is a good prime for G and Z(G) is connected. If χ ∈ Irr(GF) is an
irreducible character and g ∈ GF is such that χ(g) 6= 0 then guni ∈ Oχ.

Lemma 9.3. Assume Z(G) is connected and ι : G → G̃ is a regular embedding then The-
orem 9.2 holds for all irreducible characters of GF if and only if it holds for all irreducible
characters of G̃F.

Proof. As remarked in [GM16, 1.7.6(c)] we have G̃F = Z(G̃)F · ι(G)F. This implies that
any class function on ι(G)F is invariant under conjugation by G̃F. Hence, if χ̃ ∈ Irr(G̃F)

is an irreducible character and χ = χ̃ ◦ ι is the restriction to GF then Clifford’s Theorem
implies that χ′ = 1

e χ ∈ Irr(GF) for some integer e > 1.
Now ι restricts to an isomorphism of varieties Guni → G̃uni and induces a bijection

between the unipotent conjugacy classes of G and G̃. If g̃ ∈ G̃F then we may write this as
ι(g)z with g ∈ GF and z ∈ Z(G̃F) = Z(G̃)F. As z is central we have χ̃(g̃) = ωχ̃(z)χ̃(ι(g))
where ωχ̃(z) = χ̃(z)/χ̃(1) 6= 0. Hence, we have χ̃(g̃) 6= 0 if and only if χ′(g) 6= 0. Now,
clearly g̃uni = ι(guni) and as Oχ̃ = ι(Oχ′), see the proof of [Gec96, 5.1], the statement
follows. �

Lemma 9.4. Assume Z(G) is connected and let π : G̃ → G be a smooth covering then The-
orem 9.2 holds for all irreducible characters of GF if it holds for all irreducible characters of
G̃F.

Proof. Note that π restricts to a bijection G̃uni → Guni and induces a bijection between
the unipotent conjugacy classes of G̃ and those of G because Ker(π) is a central torus.
As Ker(π) is connected an easy application of the Lang–Steinberg theorem shows that
π restricts to a surjective homomorphism π : G̃F → GF. Hence, given an irreducible
character χ ∈ Irr(GF) we have the inflation χ̃ = χ ◦ π ∈ Irr(G̃F) is also irreducible.
Now assume g̃ ∈ G̃F then by definition we have χ̃(g̃) = χ(g) where g = π(g̃) ∈ GF so
χ̃(g̃) 6= 0 if and only if χ(g) 6= 0. From the proof of [Gec96, 5.2] we see that π(Oχ̃) = Oχ

so the conclusion of Theorem 9.2 holds for χ if and only if it holds for χ̃. �

Proof (of Theorem 9.2). By Theorem 1.21 there exists a smooth covering π : G̃ → G
and by Lemma 9.4 the statement holds in G if it holds in G̃. Hence, we can assume
that G has a simply connected derived subgroup. As the derived subgroup is simply
connected we have Gder = G(1)

der × · · · × G(r)
der where each G(i)

der is a direct product of
simple groups transitively permuted by F. Now assume chosen a regular embedding
G(i)

der ↪→ G̃(i) then taking G̃ = G̃(1) × · · · × G̃(r) we get a regular embedding Gder ↪→ G̃.
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By Theorem 1.19 we obtain a commutative diagram

Gder G

G̃ G′

σ1

σ2

where σ1 : G → G′ and σ2 : G̃ → G′ are smooth regular embeddings. Applying
Lemma 9.3 twice we see that the desired statement holds for G if and only if it holds for
G̃. As the statement is clearly compatible with respect to direct products it thus suffices
to prove the statement for each G̃(i).

Note that we have free reign when choosing the regular embedding G(i) ↪→ G̃(i).
Hence, by Lemma 1.24 we may assume that G is a direct product G1 × · · · ×Gn where
(Gi)der is simple and simply connected and F is such that F(Gi) = Gi+1. Now as-
sume χ1 ∈ Irr(GFn

1 ) and let χ = χ1 ◦ π1 be the inflation through the projection map
π1 : G → G1. Note that π1 restricts to a bijection GF

uni → (G1)
Fn

uni and induces a bi-
jection between the F-stable unipotent conjugacy class of G and the Fn-stable unipotent
conjugacy classes of G1. It’s clear that π1(Oχ) = Oχ1 and the statement holds for χ1

if and only if it holds for χ. With this we can assume that G has a simple and simply
connected derived subgroup.

Applying the same trick as above, i.e., Theorem 1.19 and Lemma 9.3, we may assume
that if Gder

∼= SLn(K) then G = GLn(K). Moreover, as p is a good prime for G we have
F must be a Frobenius endomorphism. With this assumption we have all the results of
[Tay16b] are available to us. In particular, we may freely apply all the results of [Lus92].

We can now proceed to mimic the proof of [Lus92, 11.2(iv)]. Let χ ∈ Irr(GF) be an
irreducible character and g ∈ GF an element such that χ(g) 6= 0. We set u = guni ∈ GF

uni

and denote by Ou the G-conjugacy class containing u. It suffices to prove the statement
assuming that Ou satisfies the following property. If O 6= Ou is a unipotent conjugacy
class such that Ou ⊆ O then we have χ(h) = 0 for any element h ∈ GF such that
huni ∈ O.

This is precisely the assumption made in [Lus92, 9.1] so we may apply [Lus92, 9.2]
to deduce that χ|OF

u
6= 0. Now, to each unipotent element v ∈ GF

uni we have a corre-
sponding generalised Gelfand–Graev representation Γv of GF. By [Lus92, 9.10] there
exists an element v ∈ OF

u such that 〈Γv, χ∗〉 6= 0, where χ∗ = ±DGF(χ) ∈ Irr(GF) is
the Alvis–Curtis dual of χ. A result of Achar–Aubert thus implies that Ou ⊆ Oχ which
completes the proof, see [AA07, Théorème 9.1] and [Tay16b, 14.15, 15.2]. �
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(1988) no. 168, Orbites unipotentes et représentations, I, 10, 157–166.

[Lus92] , A unipotent support for irreducible representations, Adv. Math. 94 (1992) no. 2,
139–179.

[Mar99] B. M. S. Martin, Étale slices for representation varieties in characteristic p, Indag. Math.
(N.S.) 10 (1999) no. 4, 555–564.

[Mic15] J. Michel, The development version of the CHEVIE package of GAP3, J. Algebra 435 (2015),
308–336.

[Spr09] T. A. Springer, Linear algebraic groups, Modern Birkhäuser Classics, Boston, MA:
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