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Introduction

These are the personal notes of the author from a graduate course given jointly with Dr Iulian
Simion at the Università degli Studi di Padova in the academic year 2014/2015. The theory of
algebraic groups has been exposed time and time again at the graduate level in several text books
[Bor91; Hum75; Spr09; Gec03]; so it is not surprising that there is nothing new to be found here.
Indeed, the notes follow closely the excellent text of Springer [Spr09] but include parts influenced
by [Gec03] and [Hum75].

The author thanks Dr Simion for many useful comments and fruitful discussions about algebraic
groups.
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1. Affine Algebraic Geometry

1.1 Notation

Throughout these notes K will denote an algebraically closed field. The n-fold direct product Kn

of K will be denoted by An and we refer to this as affine n-space. We denote Kn in this way
to obfuscate the underlying field structure. If X is any set then we will denote by Pow(X) the
powerset of X, i.e., the set of all subsets of X. Given any subset of Pow(X) we will always consider
this as a poset with respect to the inclusion of subsets.

Note that all rings in these notes will be assumed to be commutative and contain 1. Further-
more, if S is a ring then we will denote by I(S) ⊆ Pow(S) the poset of all ideals of S.

1.2 Algebraic Sets and Vanishing Ideals

1.2.1. Affine algebraic geometry is concerned with the study of subsets of affine n-space V ⊆
An which are obtained as the zero-locus of a set of polynomial equations. For example, the parabola

V = {(x, y) ∈ A2 | (x − 1)2 − y = 0}.

To make this precise consider the polynomial ring A = K[X1, . . . , Xn]. It is clear that we may
naturally identify this as a subalgebra of the K-algebra Maps(An, K) of all functions f : An → K.
Now for any subset S ⊆ A we set

V(S) := {v ∈ An | f (v) = 0 for all f ∈ S} ⊆ An,

which we call the algebraic set defined by S. This construction clearly defines a map V : Pow(A)→
Pow(An).

Lemma 1.2.2. The map V satisfies the following properties:

(a) V({0}) = An and V(A) = ∅,

(b) V(I) ⊆ V(J) for any subsets J ⊆ I ⊆ A,

(c) V(I ∩ J) = V(I) ∪ V(J) for any two ideals I, J ∈ I(A),

(d) given any (possibly infinite) family {Iλ | λ ∈ Λ} ⊆ Pow(A) we have

V

( ⋃
λ∈Λ

Iλ

)
=
⋂
λ∈Λ

V(Iλ).

Proof. We only prove (c), the rest are left as easy exercises. Consider the product ideal IJ = 〈f g |
f ∈ I and g ∈ J〉 ⊆ I ∩ J. By (b) we have

V(I) ∪ V(J) ⊆ V(I ∩ J) ⊆ V(IJ).
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Now assume, if possible, that x ∈ V(IJ) \ (V(I) ∪ V(J)) then there exists f ∈ I and g ∈ J such
f (x) 6= 0 and g(x) 6= 0 but then f (x)g(x) 6= 0, which is a contradiction. �

Remark 1.2.3. The proof of (c) shows that V(IJ) = V(I ∩ J). As, in general, IJ 6= I ∩ J we have
V is not injective on ideals.

Exercise 1.2.4. If the family {Iλ | λ ∈ Λ} in (d) are ideals then show that
⋃
λ∈Λ Iλ may be replaced

by
∑
λ∈Λ Iλ.

Notation. For any algebraic set X ⊆ An we will denote by C(X) the set of all algebraic sets V ⊆ An

such that V ⊆ X.

1.2.5. Note that even if I and J are not ideals in (c) then the proof shows that

V(I) ∪ V(J) = V({f g | f ∈ I and g ∈ J}).

However, restricting to the case of ideals is beneficial and loses no information. Indeed it is
immediately clear from the definition that, for any subset S ⊆ A, we have V(S) = V(〈S〉) where
〈S〉 ∈ I(A) is the ideal generated by S. Therefore, we may and will consider V as a map I(A)→
C(An) without losing any information.

Example 1.2.6. Consider the case when n = 1 then if V ∈ C(A1) we either have V has finite
cardinality or V = A1. As the polynomial ring K[X] is a principal ideal domain we have every closed
set in A1 is of the form V = V(〈f 〉) = V({f }) for some polynomial f ∈ K[X]. Now either f = 0 in
which case V = A1 or f 6= 0 in which case |V | < ∞ because f can have only finitely many roots.
Hence every proper closed subset of A1 is finite.

1.2.7. Now (a), (c) and (d) of Lemma 1.2.2 show that the algebraic sets in An form the closed
sets of a topology on An which we call the Zariski topology. If V ⊆ An is any subset then we also
refer to the induced topology on V as the Zariski topology. Note that if V is an algebraic set then
C(V ) is the set of closed sets in the Zariski topology on V , i.e., the closed sets in V are the closed
sets in An which are contained in V .

For any subset V ⊆ An one can also consider the so-called vanishing ideal of V given by

I(V ) = {f ∈ A | f (x) = 0 for all x ∈ V } ⊆ A

(it is trivial to check that this is indeed an ideal). The following shows that the resulting map
I : Pow(An)→ I(A) gives a right inverse to V.

Lemma 1.2.8. The map I satisfies the following properties:

(a) I(V ) ⊆ I(W ) for any subsets W ⊆ V ⊆ An,

(b) V ⊆ V(I(V )) for any subset V ⊆ An and I ⊆ I(V(I)) for any subset I ⊆ A,

(c) If V ⊆ An is any subset then V(I(V )) = V is the closure of V in the Zariski topology,

(d) given any (possibly infinite) family {Vλ | λ ∈ Λ} ⊆ Pow(An) we have

I

( ⋃
λ∈Λ

Vλ

)
=
⋂
λ∈Λ

I(Vλ).
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Proof. Again we will only prove (c), the remaining points are easy exercises. By (b) we have V ⊆
V(I(V )) so V ⊆ V(I(V )) because the right hand side is a closed set. Now assume W ⊆ V(I(V ))

is a closed set containing V then W = V(J) for some ideal J ∈ I(A). By (a) and (b) we have

J ⊆ I(V(J)) = I(W ) ⊆ I(V )⇒ V(I(V )) ⊆ V(J) = W.

As V is the intersection of all such closed sets W this gives (c). �

1.2.9. As was remarked in Remark 1.2.3 the map V is not injective on I(A). We will see that
this is related to the fact that I is not surjective. Indeed for any ideal I ∈ I(A) we define the radical
of I to be √

I = {f ∈ A | f k ∈ I for some k ∈ N}

We claim that this is again an ideal of I. Assume a, b ∈
√
I then there exists integers r, s ∈ N such

that ar , bs ∈ I. Applying the binomial theorem we have

(a + b)r+s =

r+s∑
i=0

(
r + s

i

)
aibr−i+s .

Now for each 0 6 i 6 r + s we either have i > r or r − i + s > s so either ai ∈ I or br−i+s ∈ I.
This implies each term in the sum is contained in I so a + b ∈

√
I.

Definition 1.2.10. If S is a ring then we say an ideal I ∈ I(S) is a radical ideal if I =
√
I. We

denote by R(S) ⊆ I(S) the set of all radical ideals.

1.2.11. For any subset V ⊆ An it is clear that the vanishing ideal I(V ) is a radical ideal. Indeed,
let f ∈

√
I(V ) then there exists k ∈ N such that f k(x) = 0 for all x ∈ V but this implies f (x) = 0

for all x ∈ V so f ∈ I(V ). The following important theorem of Hilbert gives the analogue of
Lemma 1.2.8(c) for ideals.

Theorem 1.2.12 (Hilbert’s Nullstellensatz). Given any ideal I ∈ I(A) we have I(V(I)) is the
radical

√
I of I.

Proof. See [Hum75, §1.1]. �

Corollary 1.2.13. The maps V and I define order reversing inverse bijections R(A)→ C(An).

Proof. The fact that the maps are order reversing is proved in Lemma 1.2.2(b) and Lemma 1.2.8(a).
Now, we’ve already proved in Lemma 1.2.8(c) that V ◦ I is the identity on closed sets and Hilbert’s
Nullstellensatz shows that I ◦ V is the identity on radical ideals, so we’re done. �

1.2.14. This correspondence between algebraic sets and radical ideals is one of the fundamen-
tal relationship in algebraic geometry. Through this bijection one can try and relate geometric
properties of algebraic sets to algebraic properties of ideals. We will see our first example of this
in Proposition 1.3.7.

Exercise 1.2.15. For any two radical ideals I, J ∈ R(A) show that I ∩ J =
√
IJ.

Definition 1.2.16. A ring S is called Noetherian if it satisfies the ascending chain condition on
ideals. In other words, every ascending chain of ideals I1 ⊆ I2 ⊆ · · · in S stabilises so that
Ik = Ik+1 = · · · for some index k .
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Exercise 1.2.17. A ring S is Noetherian if and only if every ideal of S is finitely generated.

Theorem 1.2.18 (Hilbert’s Basis Theorem). The ring K[X1, . . . , Xn] is Noetherian.

Proof. See [Gec03, Theorem 1.1.1]. �

Definition 1.2.19. A topological space X is called Noetherian if it satisfies the descending chain
condition on closed sets. In other words, every descending chain of closed sets V1 ⊇ V1 ⊇ · · · in X
stabilises so that Vk = Vk+1 = · · · for some index k .

Proposition 1.2.20. Assume V ∈ C(An) is an algebraic set then the following hold:

(a) the Zariski topology on V is Noetherian.

(b) any finite subset of V is closed.

(c) any open cover of V has a finite subcover.

Proof. (a). Let V1 ⊇ V2 ⊇ · · · be a descending sequence of closed subsets of V then I(V1) ⊆
I(V2) ⊆ · · · is an ascending sequence of ideals in A. As A is Noetherian we have I(Vk) = I(Vk+1) =

· · · for some index k but by Corollary 1.2.13 this implies Vk = Vk+1 = · · · so V is Noetherian.
(b). For any x = (x1, . . . , xn) ∈ V we have {x} = V({X1 − x1, . . . , Xn − xn}), so all singletons

are closed. This implies that all finite subsets are closed as they are a finite union of closed sets.
(c). By definition V = V(I) for some ideal I ∈ I(A). Assume {Oλ | λ ∈ Λ} ⊆ V is an open

cover of V then clearly
V =

⋃
λ∈Λ

Oλ ⇔ ∅ =
⋂
λ∈Λ

Vλ

where Vλ = V \Oλ is a corresponding closed set. Therefore it suffices to show that the intersection
may be refined to include only finitely many of the closed subsets Vλ ⊆ V . By Corollary 1.2.13,
Lemma 1.2.2(d) and Exercise 1.2.4 there exists a corresponding family of ideals {Iλ | λ ∈ Λ} ⊆ I(A)

such that Vλ = V(Iλ) and
∑
λ∈Λ Iλ = A. As A is finitely generated there must exist a finite subset

Λ′ ⊆ Λ such that
∑
λ∈Λ′ Iλ = A so ∅ =

⋂
λ∈Λ′ Vλ as desired. �

1.3 Irreducibility of Topological Spaces

Definition 1.3.1. Assume Z is a non-empty topological space. We say Z is reducible if Z = Z1∪Z2

with Z1, Z2 ⊆ Z proper non-empty closed subsets. We say Z is irreducible if it is not reducible.
Any subset of Z is called reducible/irreducible if it is so in the induced topology on Z.

1.3.2. Note that we do not consider the emptyset to be an irreducible topological space. Also,
simply rephrasing the definition we see that for any topological space Z we have the subset W ⊆ Z
is irreducible if and only if for any two non-empty open subsets of O1, O2 ⊆ Z satisfying Oi∩W 6= ∅
we have O1 ∩O2 ∩W 6= ∅.

Lemma 1.3.3. Let Z be a topological space then:

(a) W ⊆ Z is irreducible if and only if W is irreducible.

(b) If φ : Z → W is a continuous map and Z is irreducible then so is the image φ(Z).



Section 1.3 5

Proof. (a). Assume W is irreducible and W = W1 ∪W2 for some closed subsets Wi ⊆ W then
W = (W ∩W1)∪(W ∩W2) with each subset W ∩Wi being closed by definition. By the irreducibility
of W we have W ∩Wi = W for some i ∈ {1, 2}, so W ⊆ Wi ⇒ W ⊆ Wi ⇒ W = Wi . In particular,
W must be irreducible.

Conversely assume W is irreducible. If W = W1 ∪W2 for some closed subsets Wi ⊆ W then by
definition Wi = W ∩ Zi for some closed sets Zi ⊆ Z. Now clearly

W = W1 ∪W2 = W1 ∪W2 ⊆ Z1 ∪ Z2 ⇒ W = (W ∩ Z1) ∪ (W ∩ Z2).

As W is irreducible this implies that W = W ∩ Zi for some index i ∈ {1, 2} but then clearly
W = W ∩W ∩ Zi = W ∩ Zi so W is irreducible.

(b). Assume O1, O2 ⊆ W are open subsets such that Oi ∩φ(Z) 6= ∅ then we need to show that
O1 ∩O2 ∩φ(Z) 6= ∅ by 1.3.2. The pre-images φ−1(Oi) are non-empty open subsets of Z because
φ is continuous and we must have φ−1(O1) ∩ φ−1(O2) 6= ∅ because Z is irreducible. Clearly the
image of φ−1(O1) ∩ φ−1(O2) under φ is contained in O1 ∩O2 ∩ φ(Z) so this is non-empty. �

Corollary 1.3.4. If X is an irreducible topological space then any non-empty open set in X is dense
and irreducible.

Proof. Assume O ⊆ X is an open set of X then clearly we have X = (X\O)∪O. As X is irreducible
we either have O = ∅ or O = X so any non-empty open set is dense. As X is irreducible we have
any non-empty open set is irreducible by Lemma 1.3.3. �

Proposition 1.3.5. If Z is a Noetherian topological space then Z has finitely many maximal irre-
ducible subsets Z1, . . . , Zr ⊆ Z. These are closed subsets of Z such that Z = Z1 ∪ · · · ∪ Zr .

Proof. We start by showing that Z is a union of finitely many closed irreducible subsets. Assume
for a contradiction that this is not the case then Z must be reducible, i.e., Z = Z1 ∪ W1 for
two proper closed subsets Z1,W1 ⊆ Z. At least one of these subsets must be reducible, say W1,
so W1 = Z2 ∪ W2 for two proper closed subsets Z2,W2 ⊆ W . Continuing in this way we may
construct a descending chain of closed subsets Z1 ) Z2 ) · · · which never terminates. However
this contradicts the fact that Z is Noetherian.

Let us therefore write Z = Z1 ∪ · · · ∪ Zr with each Zi irreducible and closed. We may clearly
assume that Zi is not contained in Zj for each i 6= j . Assume W ⊆ Z is a closed irreducible subset
then

W = W ∩ Z = W ∩ (Z1 ∪ · · · ∪ Zr ) = (W ∩ Z1) ∪ · · · (W ∩ Zr ).

Each intersection W ∩ Zi is closed in W so we must have W = W ∩ Zi for some index i because
W is irreducible. Hence we have W ⊆ Zi so the Zi are the maximal closed irreducible subsets of
Z. �

Definition 1.3.6. The maximal closed irreducible subsets of a Noetherian topological space Z are
called the components of Z.

As promised in 1.2.14 we come to our first example relating geometric and algebraic properties.

Proposition 1.3.7. A closed subset V ⊆ An is irreducible if and only if I(V ) ∈ I(A) is a prime
ideal.

Proof. Assume V is irreducible and let f , g ∈ A be such that f g ∈ I(V ) then V ⊆ V(f g) so

V = V ∩ V(f g) = V ∩ (V(f ) ∪ V(g)) = (V ∩ V(f )) ∪ (V ∩ V(g)).
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By the irreducibility of V we either have V = V ∩ V(f ) or V = V ∩ V(g) so either f ∈ I(V ) or
g ∈ I(V ). Hence I(V ) is a prime ideal.

Conversely assume I(V ) is a prime ideal. Let I, J ∈ I(A) be ideals such that V = V(I)∪V(J) =

V(I ∩ J) (c.f., Lemma 1.2.2(c)). If V 6= V(I) then there exists f ∈ I with f 6∈ I(V ). Now, for
any g ∈ J we have f g ∈ I(V ) which implies g ∈ I(V ) because I(V ) is a prime ideal. In particular
J ⊆ I(V )⇒ V = V(I(V )) ⊆ V(J) so V = V(J) and V is irreducible. �

Definition 1.3.8. A topological space Z is called connected if Z cannot be written as the disjoint
union of two proper closed subsets.

Exercise 1.3.9. Assume Z is a Noetherian topological space. Show that Z is a disjoint union of
finitely many closed connected subsets, called the connected components of Z. Furthermore, show
that any connected component of Z is a union of irreducible components.

1.4 Affine Algebras

1.4.1. At this point we could continue by only studying closed subsets of affine n-space, however
this is somewhat undesirable. An analogy would be to approach finite group theory by only studying
subgroups of the symmetric group. Therefore we will now axiomatise our current setup so as to
break free of the embedding into affine space. To do this we need to analyse the algebraic sets.

1.4.2. Assume X ⊆ An is an algebraic set then we may consider the quotient algebra K[X] =

K[X1, . . . , Xn]/I(X) which we call the affine algebra of X. The following two properties turn out
to be enough to characterise the affine algebra of an algebraic set:

• K[X] is finitely generated, i.e., there exists a finite subset {f1, . . . , fr} ⊆ K[X] such that
K[X] = K[f1, . . . , fr ].

• K[X] is reduced, i.e., K[X] contains no non-zero nilpotent elements (c.f., Theorem 1.2.12).

Indeed, assume S is a finitely generated reduced K-algebra and let {f1, . . . , fr} ⊆ S be a generating
set. Clearly we have a surjective map π : K[X1, . . . , Xr ]→ S given by Xi 7→ fi and as S is reduced
we must have the kernel I = Ker(π) is a radical ideal. Setting Y = V(I) ⊆ Ar we then have
S ∼= K[Y ].

Note that, as in the case of affine n-space, we view K[X] as a subalgebra of Maps(X,K).
Indeed, assume f ∈ K[X] then we have f = g + I(X) for some g ∈ A. For any x ∈ X we then set
f (x) := g(x) for all x ∈ X. Note this is well defined because if h ∈ A is also such that f = h+ I(X)

then we have g − h ∈ I(X) so g(x) = h(x) for all x ∈ X.

Definition 1.4.3. We say a K-algebra is an affine K-algebra if it is finitely generated and reduced.

1.4.4. The algebraic set X and the Zariski topology on X are easily recovered from the affine
algebra. Indeed, for any subset S ⊆ K[X] and any subset Y ⊆ X we define

VX(S) = {x ∈ X | f (x) = 0 for all f ∈ S},

IX(Y ) = {f ∈ K[X] | f (x) = 0 for all x ∈ X}.

By the definition of the Zariski topology we have V ⊆ X is a closed set if and only if V = V(I) ⊆ An

is an algebraic set for some ideal I ∈ I(A) necessarily satisfying I(X) ⊆ I. Note that we have a
bijection

{I ∈ I(A) | I(X) ⊆ I} ←→ I(K[X]) (1.4.5)
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given by I 7→ I+ I(X). From the definition it is clear that V(I) = VX(I+ I(X)) which immediately
shows that {VX(I) | I ∈ I(K[X])} is precisely the set of closed sets in X. Thus we have recovered
the Zariski topology on X. Now let us assume that V ⊆ X ⊆ An is a closed subset of X then we
have I(X) ⊆ I(V ) ⊆ A. It is immediate from the definitions that we have IX(V ) = I(V ) + I(X).

Definition 1.4.6. For any ring S we denote by Spec(S) ⊆ I(S) the set of all prime ideals of S,
which we call the spectrum of S. Furthermore, we denote by MSpec(S) ⊆ Spec(S) the set of all
maximal ideals of S, which we call the maximal spectrum of S.

Exercise 1.4.7. The map in (1.4.5) restricts to a bijection between radical, prime and maximal
ideals.

Exercise 1.4.8. Any maximal ideal of a ring is a radical ideal.

1.4.9. We have already seen in Proposition 1.3.7 that Spec(K[X]) corresponds to the closed
irreducible subsets of X. Clearly amongst those closed irreducible subsets are the singletons of X,
i.e., the points of X. The following shows that on the side of Spec(K[X]) these correspond to the
maximal ideals.

Lemma 1.4.10. The map x 7→ mx := IX({x}) defines a bijection X → MSpec(K[X]).

Proof. Clearly mx is maximal because we have

K[X]/mx ∼= A/I({x}) ∼= Maps({x}, K) ∼= K.

The injectivity of the map is obvious, so we need only show that it is surjective. Now assume
m ∈ MSpec(A) is a maximal ideal then I(V(m)) = m by Exercise 1.4.8 and as I(X) ⊆ m ( A we
have ∅ 6= V(m) ⊆ X. Assume V ⊆ V(m) is a proper closed subset then we have m ( I(V ) ⊆ A.
As m is maximal this forces I(V ) = A so V = ∅ which implies V(m) = {x} for some x ∈ X. In
particular, we have m + I(X) = IX({x}) = mx so the map is surjective. �

We state here without proof the following generalisations of results concerning affine n-space.
Their proof is an easy exercise using 1.4.4.

Proposition 1.4.11. Assume X ∈ C(An) is an algebraic set then the following hold:

(a) VX(IX(V )) = V for any subset V ⊆ X,

(b) IX(VX(I)) =
√
I for any ideal I ∈ I(K[X]),

(c) the maps VX and IX define order reversing inverse bijections C(X)→ R(K[X]).

1.4.12. Although we have shown that the Zariski topology admits certain nice topological
features (c.f., Proposition 1.2.20) it is not true that the Zariski topology on X is Hausdorff.
Indeed, in the case of A1 every proper closed subset is finite (c.f., Example 1.2.6) so any two open
subsets of A1 must intersect non-trivially. To get a better idea of the open subsets we introduce
the most basic of such sets.

Definition 1.4.13. For any non-zero f ∈ K[X] we set

Xf := {x ∈ X | f (x) 6= 0},

which we call a principal open set of X.
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1.4.14. Clearly Xf ⊆ X is an open subset of X as it is the complement of VX({f }). It is clear
that we have Xf g = Xf ∩Xg for any f , g ∈ K[X] and Xf n = Xf for any n > 1. The following now
shows that the set of principal open subsets of X form a basis for the Zariski topology on X.

Lemma 1.4.15. For any algebraic set X ∈ C(An) the following hold:

(a) if f , g ∈ K[X] satisfy Xf ⊆ Xg then f ∈
√
〈g〉,

(b) any open subset of X is a finite union of principal open sets.

Proof. (a). Now clearly we have

Xf ⊆ Xg ⇒ V({g}) ⊆ V({f })⇒ I(V({f })) ⊆ I(V({g}))⇒
√
〈f 〉 ⊆

√
〈g〉

hence f ∈
√
〈g〉.

(b). Assume O ⊆ X is open then X\O is closed so it is equal to some algebraic set V(I) ∈ C(X).
By Exercise 1.2.17 and Theorem 1.2.18 we have I = 〈f1, . . . , fr 〉 is finitely generated so

V(I) = V

( r∑
i=1

〈fi〉
)

=

r⋂
i=1

V(〈fi〉).

Taking complements we have O =
⋃r
i=1Xfi as desired. �

1.5 Regular Functions and Ringed Spaces

1.5.1. So far we have tried to study an algebraic set X ∈ C(An) together with its affine algebra
K[X], which we viewed as functions on X given by polynomials. We could progress further without
introducing any more machinery. However, to study X locally (for example around a point) it will
be convenient to introduce a sheaf of functions on X. This not only associates to X a set of
functions (which will turn out to be K[X]) but also associates to every open set of X a set of
suitably defined functions. Such machinery also allows us the flexibility to study more complicated
geometric objects such as projective varieties, which we will introduce later. Roughly speaking,
projective varieties are certain topological spaces which locally look like An (in complete analogy
to a manifold which locally looks like Rn). The following makes precise the meaning of suitably
defined.

Definition 1.5.2. If O is an open subset of X then a function f ∈ Maps(O,K) is called regular in
x ∈ X if there are functions g, h ∈ K[X] and an open neighbourhood U ⊆ O ∩ Xh of x such that
f = g/h on U. We say f is regular if it is regular in all points of O.

Remark 1.5.3. In particular, this means that f is regular in x if it is a rational function on an open
neighbourhood containing x . Note that our definition here makes sense because the assumption
U ⊆ O ∩Xh ensures that h(y) 6= 0 for all y ∈ U.

1.5.4. For any open set U of X we will denote by OX(U) ⊆ Maps(U,K) the K-algebra con-
sisting of all the regular functions in U. The map OX satisfies the following properties (whose
verification we leave to the reader):

(S1) For any two open sets U, V ⊆ X satisfying U ⊆ V we have a restriction map resU,V : OX(V )→
OX(U). In our setting this is given by resV,U(f ) = f ◦ ιU,V where ιU,V : U ↪→ V is the natural
inclusion map.



Section 1.5 9

(S2) resU,U is the identity for any open set U ⊆ X.

(S3) resW,V ◦ resV,U = resW,U for any sequence of nested open sets U ⊆ V ⊆ W ⊆ X.

(S4) Assume U ⊆ X is an open subset and U =
⋃
λ∈Λ Uλ is an open cover of U. Let us further

assume that we have a family of functions {fλ | fλ ∈ OX(Uλ)} such that whenever Uλ∩Uµ 6=
∅ we have resUλ,Uλ∩Uµ(fλ) = resUµ,Uλ∩Uµ(fµ). Then there exists a unique function f ∈ OX(U)

such that fλ = resU,Uλ(f ) for all λ ∈ Λ.

The last property may seem obtuse but it is quite natural. Indeed, it merely states that a locally
determined function can be patched together to form a unique regular function on the whole
space. In particular, if {Uλ | λ ∈ Λ} is an open cover of X (which we may assume to be finite
by Proposition 1.2.20) and f ∈ OX(X) is a regular function then the functions {fλ | λ ∈ Λ} with
fλ = resX,Uλ(f ) uniquely determine f .

Definition 1.5.5. Assume Z is a topological space and OZ is a map assigning to every open set
U of Z a K-subalgebra OZ(U) ⊆ Maps(U,K). If properties (S1) to (S4) hold then we say OZ is
a sheaf of functions on Z and the pair (Z,OZ) is a ringed space.

Remark 1.5.6. Property (S4) is normally referred to as the sheaf axiom. If only (S1) to (S3)
hold then OZ is called a presheaf. Any presheaf can be made into a sheaf via the process of
sheafification. An alternative definition for a presheaf can be given as follows. Note that one
can turn the open sets of Z into a category UZ with the hom sets HomUZ (U, V ) being either 0 if
U 6⊆ V or simply {ιU,V } if U ⊆ V . In this language a presheaf is simply a contravariant functor
OZ : UZ → A where A is any desired target category. The restriction maps are then simply the
images of the inclusion maps under this functor.

Definition 1.5.7. For an algebraic set X ∈ C(An) the sheaf of rings OX defined above is called
the structure sheaf of X.

1.5.8. We continue to assume that X ∈ C(An) is an algebraic set. Above we have introduced
two sets of global functions on X, namely K[X] and OX(X). It is clear from the definition that
we have an inclusion K[X] ⊆ OX(X), in other words any function in the affine algebra is regular.
Indeed, we have for any f ∈ K[X] that f (x) = f (x)/1(x) for all x ∈ X where 1 ∈ K[X] is the
constant function satisfying 1(x) = 1. In fact, equality holds.

Theorem 1.5.9. For any algebraic set X we have K[X] = OX(X).

Proof. We need only show that OX(X) ⊆ K[X]. Assume f ∈ OX(X) is regular then for every
x ∈ X there exist functions fx , gx ∈ K[X] and an open neighbourhood Ox ⊆ Xgx of x such that
resX,Ox (f ) = fx/gx . We claim that we may assume that Ox = Xgx . By Lemma 1.4.15(ii) Ox is a
union of finitely many principal open sets so we certainaly may assume that Ox = Xhx for some
hx ∈ K[X]. As Xhx ⊆ Xgx we have by Lemma 1.4.15(i) that there exists an integer n > 1 and a
function tx ∈ K[X] such that

hnx = gx tx ⇒ resX,Ox (f ) = fx tx/h
n
x .

As Xhnx = Xhx this proves the claim.
Clearly we haveX =

⋃
x∈X Ox and by Proposition 1.2.20 there exists a finite subset {x1, . . . , xr} ⊆

X such that X =
⋃r
i=1Oxi =

⋃r
i=1Xgi where gi := gxi for all 1 6 i 6 r . Now let fi ∈ K[X] be
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such that resX,Xgi (f ) = fi/gi . Being defined as the restriction of a common function f we have
fi/gi and fj/gj agree on Xgi ∩ Xgj so figj − fjgi = 0 on Xgi ∩ Xgj . However, by definition gigj is
identically 0 on the complement X \ (Xgi ∩Xgj ) so we have

gigj(figj − fjgi) = 0⇒ g2
j figi = g2

i fjgj

on X. By the properties of principal open sets mentioned in 1.4.14 we have

X =

r⋃
i=1

Xg2
i
⇒ ∅ =

r⋂
i=1

V(〈g2
i 〉)⇒ ∅ = V

( r∑
i=1

〈g2
i 〉
)
⇒ A =

r∑
i=1

〈g2
i 〉.

In particular, if bi ∈ K[X] are such that
∑r
i=1 big

2
i = 1 then for any 1 6 j 6 r we have

r∑
i=1

big
2
j figi =

r∑
i=1

big
2
i fjgj = fjgj

r∑
i=1

big
2
i = fjgj ⇒ gj

(
fj −

r∑
i=1

bi figigj

)
= 0.

For any x ∈ Xgj we thus have

f (x) =
fj(x)

gj(x)
=

r∑
i=1

bi(x)fi(x)gi(x).

As the Xgj cover X this proves that f =
∑r
i=1 bi figi ∈ K[X] as desired. �

1.5.10. To progress further we need to develop some terminology concerning ringed spaces;
for this we will assume that (Z,OZ) is a ringed space. If Y ⊆ Z is a subset of Z then we may view
Y as a topological space with the induced topology. We now consider how to naturally complete
this topological space to a ringed space (Y,OY ). For any open set U of Y we define OY (U) to be
the set of all functions f ∈ Maps(U,K) satisfying the following property:

• there exists a family of open sets {Uλ | λ ∈ Λ} ⊆ X such that U ⊆
⋃
λ∈Λ Uλ and a function

fλ ∈ OX(Uλ) such that resUλ,U∩Uλ(fλ) = resUλ,U∩Uλ(f ).

One readily checks that with this definition OY is a sheaf of rings on Y and we call the corresponding
ringed space (Y,OY ) the induced ring space on Y .

Exercise 1.5.11. If Y ⊆ X is an open set in X then for any open set U ⊆ Y we have OY (U) =

OX(U).

1.5.12. Now let us assume that (W,OW ) is also a ringed space. Note that any map ϕ : W → Z

induces a restriction map ϕ∗U : Maps(U,K) → Maps(ϕ−1(U), K) for any subset U ⊆ Z given by
ϕ∗U(f ) = f ◦ ϕ.

Definition 1.5.13. We say a continuous map ϕ : W → Z of topological spaces is a morphism of
ringed spaces if ϕ∗U(OZ(U)) ⊆ OW (ϕ−1(U)) for all open sets U ⊆ Z. We say ϕ is an isomorphism
if it is a homeomorphism of topological spaces and ϕ∗U is an isomorphism of K-algebras for each
open set U ⊆ Z.

Exercise 1.5.14. Assume ϕ : W → Z is a continuous map. For any open set U ⊆ Z define
(ϕ∗OW )(U) = OW (ϕ−1(U)). Show that ϕ∗OW defines a sheaf of rings on Z called the direct
image sheaf.
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Exercise 1.5.15. Assume ϕ : W → Z is a morphism of ringed spaces. Show that the map
ϕ∗ : OZ → ϕ∗OZ , which assigns to each open set U ⊆ Z the map ϕ∗U : OZ(U) → OW (ϕ−1(U)),
is a morphism of sheaves. In other words, show that the diagram

OZ(U) OW (ϕ−1(U))

OZ(V ) OW (ϕ−1(V ))

ϕ∗U

resU,V resϕ−1(U),ϕ−1(V )

ϕ∗V

is commutative for any open set V of Z contained in U. Deduce that a continuous map ϕ : W → Z

is a morphism of rings if and only if ϕ∗ : OZ → ϕ∗OZ is a morphism of sheaves.

Definition 1.5.16. An affine variety is a ringed space which is isomorphic to (X,OX) for some
algebraic set X ∈ C(An), where OX is the structure sheaf on X.

1.5.17. We consider a morphism of affine varieties ϕ : X → Y simply to be a morphism
of ringed spaces. Now, as ϕ is a morphism of ringed spaces we have ϕ induces a K-algebra
homomorphism OY (Y ) → OX(X) and hence a K-algebra homomorphism ϕ∗ : K[Y ] → K[X]

which we call the comorphism of ϕ. Note that taking comorphisms is contravariant in the sense
that (ϕ ◦ ψ)∗ = ψ∗ ◦ ϕ∗ for any two morphisms of affine varieties ψ : X → Y and ϕ : Y → Z.

Lemma 1.5.18. We have a bijection X → HomK−alg(K[X], K) given by x 7→ εx where εx is the
evaluation homomorphism given by εx(f ) = f (x) for all f ∈ K[X].

Proof. Assume εx = εy for some x, y ∈ X then clearly we have IX({x}) = IX({y}) and so by
Proposition 1.4.11 this gives

{x} = VX(IX({x})) = VX(IX({y})) = {y}.

In particular, x = y so the map is injective. Now assume γ : K[X]→ K is a K-algebra homomor-
phism then Ker(γ) is a maximal ideal; by Lemma 1.4.10 we therefore have Ker(γ) = mx for some
x ∈ X. Note that there is only one non-zero K-algebra homomorphism f : K[X] → K, which is
necessarily an isomorphism. As both γ and εx factor uniquely through K[X]/mx we must have
γ = f ◦ p = εx where p : K[X]→ K[X]/mx is the natural projection map. This shows the map is
bijective. �

Proposition 1.5.19. Given a K-algebra homomorphism ψ : K[Y ] → K[X] we have a unique
morphism of affine varieties ψ∗ : X → Y such that εx ◦ ψ = εψ∗(x) for all x ∈ X. In particular, we
have (ψ∗)∗ = ψ.

Proof. For any x ∈ X we have εx ◦ ψ is a K-algebra homomorphism K[Y ] → K so we have
εx ◦ ψ = εψ∗(x) for a unique ψ∗(x) ∈ Y by Lemma 1.5.18. Equivalently we have ψ∗(x) is the
unique element such that mψ∗(x) = ψ−1(mx). Consequently we have that

ψ(g)(x) = 0⇔ g(ψ∗(x)) = 0 (1.5.20)

for all g ∈ K[Y ]. We now need to show that the map ψ∗ : X → Y is continuous. However,
(1.5.20) shows that for any subset V ⊆ Y we have

ψ(IY (V )) ⊆ IX(ψ∗−1(V ))⇒ VX(IX(ψ∗−1(V ))) ⊆ VX(ψ(IY (V ))).
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Inspecting the right hand side we see that

VX(ψ(IY (V ))) = {x ∈ X | ψ(g)(x) = 0 for all g ∈ IY (V )}

= {x ∈ X | g(ψ∗(x)) = 0 for all g ∈ IY (V )}

⊆ ψ∗−1(VY (IY (V ))).

By Proposition 1.4.11(i) this gives

ψ∗−1(V ) ⊆ ψ∗−1(V ) ⊆ ψ∗−1(V ),

so if V is closed then so is ψ∗−1(V ), which means ψ∗ is continuous. The fact that ψ∗ defines a
morphism of ringed spaces is left as an exercise.

By the equality εx ◦ ψ = εψ∗(x) we have ψ(f )(x) = f (ψ∗(x)) for any f ∈ K[X] and for all
x ∈ X hence ψ(f ) = f ◦ ψ∗ for any f ∈ K[X]. This shows that (ψ∗)∗ = ψ. �

This result has the following nice consequences, which are examples of the central idea that
geometric notions can be phrased in terms of algebra.

Corollary 1.5.21. Let X and Y be affine varieties then a map of sets ϕ : X → Y is a morphism of
varieties if and only if ϕ = ψ∗ for some algebra homomorphism ψ : K[Y ]→ K[X].

Corollary 1.5.22. A morphism of affine varieties ϕ : X → Y is an isomorphism if and only if the
comorphism ϕ∗ : K[Y ]→ K[X] is an isomorphism.

Proof. The if direction is clear so assume ϕ∗ : K[Y ] → K[X] is an isomorphism then (ϕ∗)−1 :

K[X] → K[Y ] is a K-algebra homomorphism. In particular, by Proposition 1.5.19 there is a
morphism of varieties ψ : Y → X such that ψ∗ = (ϕ∗)−1. As ϕ∗ ◦ ψ∗ = (ψ ◦ ϕ)∗ is the identity
we must have ψ ◦ ϕ is the identity by Proposition 1.5.19 so ϕ is an isomorphism. �

Exercise 1.5.23. If X is an affine variety and V ⊆ X is a closed set then show that the natural
inclusion map ι : V → X is a morphism of varieties.

Exercise 1.5.24. Assume X ∈ C(An) and Y ∈ C(Am) are algebraic sets and ϕ : X → Y is a
morphism of varieties. Show that there exist polynomial functions ϕ1, . . . , ϕm ∈ K[X1, . . . , Xn]

such that ϕ(x) = (ϕ1(x), . . . , ϕm(x)) for all x ∈ X.

1.5.25. At the beginning of this section we mentioned that introducing the structure of a sheaf
on X would allow us to study X locally at a point. We now make this statement more precise. For
each x ∈ X we denote by OX,x the stalk of the structure sheaf OX at x . Formally this is defined
to be the direct limit

OX,x = lim−→
U

OX(U)

where the limit is taken over all open subsets U ⊆ X containing x . A more concrete way to see this
limit is as follows. Consider the union Fx =

⋃
U⊆X OX(U) of all open subsets of X containing x .

We define an equivalence relation ∼ on Fx by setting f ∼ g whenever f ∈ OX(U) and g ∈ OX(V )

are such that V ⊆ U and resV,U(g) = f . The stalk OX,x is then the set of equivalence classes
Fx/ ∼. It is clear that OX,x is naturally the set of functions f : X → K that are regular in x ∈ X,
i.e., regular in an open neighbourhood of x .

Definition 1.5.26. Assume R is a ring then we say R is a local ring if it has a unique maximal
ideal m.
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Lemma 1.5.27. OX,x is a local ring with unique maximal ideal mx .

Proof. Assume f ∈ OX(U) for some open neighbourhood U of x then we may write f = g/h for
some g, h ∈ K[X] and U ⊆ Xh. If f (x) 6= 0 then we have g(x) 6= 0 so the open set V = U ∩ Xg
is non-empty and we have f −1 = h/g ∈ OX(V ). This shows that every non-invertible element of
OX,x lies in mx , hence OX,x is a local ring. �

1.5.28. Assume R is a ring and S ⊆ R is a multiplicatively closed subset, i.e., 1 ∈ S and S is
closed under multiplication. We define a relation ∼ on R × S by setting

(a, s) ∼ (b, t)⇔ (at − bs)u = 0 for some u ∈ S,

which is easily checked to be an equivalence relation. We denote by a/s the equivalence class of
(a, s) and denote by S−1R the set of all such equivalence classes. The set S−1R is given a ring
structure by setting

a/s + b/t = (at + bs)/st and (a/s)(b/t) = ab/st

for all a/s, b/t ∈ S−1R and we call S−1R the ring of fractions of R with respect to S. If
p ∈ Spec(R) is a prime ideal of R then we denote by Rp the ring of fractions S−1R where
S = R \ p. We call Rp the localisation of R at p.

Definition 1.5.29. If R is an integral domain then we call the localisation R〈0〉 of R at 〈0〉 the
field of fractions of R.

Exercise 1.5.30. Show that for any ring R and any prime ideal p ∈ Spec(R) we have Rp is a local
ring.

Exercise 1.5.31. Assume (X,OX) is an affine variety then show that OX,x is isomorphic to the
localisation K[X]mx of K[X] at mx .

Exercise 1.5.32. LetAK be the category whose objects are affineK-algebras and whose homomor-
phisms consist of all K-algebra homomorphisms. Furthermore, let VK be the category consisting
of all affine varieties over K whose homomorphisms consist of all morphisms of varieties. Show
that we have a contravariant equivalence of categories AK → VK .

1.6 Products

From now on An will denote the affine variety determined by the algebraic set Kn.

1.6.1. Given two affine varieties X and Y we wish to show that a product structure X × Y
exists. The notion of a product is a categorical construction and is defined in the following way.
We say an affine variety X×Y is the product of X and Y if there exist morphisms pX : X×Y → X

and pY : X×Y → Y such that for every affine variety W and every pair of morphisms fX : W → X

and fY : W → Y there exists a unique morphism f : W → X × Y making the following diagram
commute

W

X X × Y Y

fX fY
f

pX pY
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This is clearly a universal property so when the product X × Y exists it is unique.

1.6.2. Assume for a moment that the product X × Y exists then we may consider its affine
algebra K[X×Y ]. Using Proposition 1.5.19 we see the above property can be translated as follows.
There exist K-algebra homomorphisms p∗X : K[X] → K[X × Y ] and p∗Y : K[Y ] → K[X × Y ] such
that for every affine algebra A and every pair of homomorphisms gX : K[X]→ A and gY : K[Y ]→ A

there exists a unique homomorphism g : K[X × Y ]→ A making the following diagram commute

A

K[X] K[X × Y ] K[Y ]

gX gY
g

p∗X p∗Y

If we drop our assumption that A is an affine algebra and instead just take A to be any K-
algebra then we would expect K[X × Y ] to be the tensor product K[X]⊗K K[Y ] (see the proof of
Theorem 1.6.4). However, apriori it’s not clear that the tensor product of affine algebras is again
an affine algebra. The following shows this is the case.

Lemma 1.6.3. The tensor product K[X]⊗K K[Y ] is an affine algebra. Furthermore, if K[X] and
K[Y ] are integral domains then so is K[X]⊗K K[Y ].

Proof. We have to show that K[X] ⊗K K[Y ] is finitely generated and reduced. An easy exercise
shows that if {a1, . . . , ar} ⊆ K[X] and {b1, . . . , bs} ⊆ K[Y ] are bases then {ai ⊗bj | 1 6 i 6 r and
1 6 j 6 s} ⊆ K[X]⊗K K[Y ] is also a basis. So we need only show that K[X]⊗K K[Y ] is reduced.

Now assume d =
∑s
j=1 dj ⊗ bj is a nilpotent element for some dj ∈ K[X] (it is clear that any

such element may be written this way). For any x ∈ X we have the map πx : K[X]×K[Y ]→ K[Y ]

given by πx(f , g) = εx(f )g = f (x)g is a K-bilinear map so it factors uniquely through a K-linear
map πx : K[X]⊗K K[Y ]→ K. This is in fact a K-algebra homomorphism so

πx(d) =

s∑
j=1

dj(x)bj

is a nilpotent element in K[Y ]. As K[Y ] is reduced we must have πx(d) = 0 and as the bj
are linearly independent this implies dj(x) = 0 for all j . In particular, dj ∈ IX(X) so dj = 0 by
Proposition 1.4.11 which implies d = 0 so the tensor product is reduced.

Now assume K[X] and K[Y ] are integral domains. Let d =
∑s
j=1 dj ⊗ bj and e =

∑s
j=1 ej ⊗ bj

be such that

de =

s∑
j=1

s∑
k=1

(dj ⊗ bj)(ek ⊗ bk) =

s∑
j=1

s∑
k=1

djek ⊗ bjbk = 0.

Again, applying πx we have

πx(de) =

s∑
j=1

s∑
k=1

dj(x)ek(x)bjbk =

 s∑
j=1

dj(x)bj

( s∑
k=1

ek(x)bk

)
= 0.

However K[Y ] is an integral domain so we either have
∑s
j=1 dj(x)bj = 0 or

∑s
k=1 ek(x)bk = 0.

By the linear independence of the basis we must therefore have dj(x) = 0 for all 1 6 j 6 s or
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ek(x) = 0 for all 1 6 k 6 s. The same trick as before now implies that either d = 0 or e = 0 so
K[X]⊗K K[Y ] is an integral domain. �

Theorem 1.6.4. If X and Y are affine varieties then the following hold:

(a) a product structure X × Y exists and is unique up to isomorphism,

(b) K[X × Y ] ∼= K[X]⊗K K[Y ],

(c) if X and Y are irreducible then so is X × Y .

Proof. Firstly, if (a) and (b) hold then (c) follows immediately from Lemma 1.6.3 and Proposi-
tion 1.3.7. So let us prove (a) and (b).

By Lemma 1.6.3 the tensor product K[X] ⊗K K[Y ] is an affine algebra so to prove (a) and
(b) it suffices to show that K[X]⊗K K[Y ] satisfies the universal property in 1.6.2. In this case we
define the maps p∗X and p∗Y by p∗X(a) = a⊗ 1K[Y ] and p∗Y (b) = 1K[X]⊗ b. Now assume (A, gX , gY )

are as in 1.6.2. We define t : K[X] × K[Y ] → A (where this is the Cartesian product of sets) by
t(a, b) = gX(a)gY (b). The map t is clearly K-bilinear so it factors uniquely through a K-linear
map g : K[X]⊗K K[Y ]→ A which satisfies

g

(
n∑
i=1

ai ⊗ bi

)
=

n∑
i=1

gX(ai)gY (bi)

(see [AM69, 2.12]). We leave it as an exercise to show that g defines a unique K-algebra homo-
morphism making the diagram in 1.6.2 commute. �

1.6.5. Let us choose generating sets {f1, . . . , fn} ⊆ K[X] and {g1, . . . , gm} ⊆ K[Y ] then we
have a natural isomorphism of K-algebras

γ : K[f1, . . . , fn, g1, . . . , gm]→ K[X]⊗K[Y ]

defined by γ(fi) = fi ⊗ 1 and γ(gj) = 1 ⊗ gj . According to Lemma 1.4.10 every maximal ideal of
K[f1, . . . , fn, g1, . . . , gm] is of the form

〈f1 − a1, . . . , fn − an, g1 − b1, . . . , gm − bm〉

for some ai , bj ∈ K. Applying γ to this ideal we obtain the maximal ideal

〈f1 − a1, . . . , fn − an〉 ⊗K[Y ] +K[X]⊗ 〈g1 − b1, . . . , gm − bm〉

where for any ideals I ∈ I(K[X]) and J ∈ I(K[Y ]) we denote by I⊗ J ∈ I(K[X]⊗K[Y ]) the ideal
generated by the simple tensors x ⊗ y with x ∈ I and y ∈ J. Applying Lemma 1.4.10 we have the
following.

Lemma 1.6.6. The map Φ : {(x, y) | x ∈ X and y ∈ Y } → MSpec(K[X]⊗K[Y ]) defined by

Φ(x, y) = mx ⊗K[Y ] +K[X]⊗my

is a bijection. In particular, we may identify the product X × Y of X and Y as a set with the
Cartesian product.
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Exercise 1.6.7. Identify X × Y with the Cartesian product of sets. Show that the comorphisms
of the natural inclusion maps p∗X : K[X] → K[X] ⊗ K[Y ] and p∗Y : K[Y ] → K[X] ⊗ K[Y ] are the
natural projection maps pX : X × Y → X and pY : X × Y → Y .

Exercise 1.6.8. Identify, as sets, the affine space A2 with the Cartesian product A1 × A1. Show
that the Zariski topology on A2 is finer than the product topology on A1 × A1 (in the sense that
it has more closed sets).

1.7 Varieties and Prevarieties

1.7.1. So far we have focused our attention on affine varieties but during our study of algebraic
groups we will encounter other kinds of geometric structures that are not affine varieties, for
instance projective and quasi-projective varieties. The notion of a ringed spaced provides the
framework in which we can study all of these geometric structures. Although we develop here the
general notions and tools of varieties we will leave the study of projective varieties until later.

Definition 1.7.2. Let (X,OX) be a ringed space. We say an open set U ⊆ X is an affine open
subset of X if (U,OX |U) is an affine variety. We say (X,OX) is a prevariety if it is quasi-compact
(in the sense that it satisfies Proposition 1.2.20(c)) and any point of X has an open neighbourhood
which is an affine open subset. Or equivalently that X is covered by affine open subsets.

1.7.3. A morphism of prevarieties is simply a morphism of ringed spaces. If Y ⊆ X is a subset
of X then we say the induced ringed space (Y,OY ) is a subprevariety of X if it is a variety. We
start by showing that affine varieties are varieties in the sense just defined. By Lemma 1.4.15(b)
it suffices to show that every principal open set is affine. Hence the following shows that affine
varieties are varieties.

Definition 1.7.4. Assume R is a ring, f ∈ R is a non-zero element and S = {f m | m > 0}. We
denote by Rf the ring of fractions S−1R (c.f., 1.5.28) which we call the localisation of R at f .

Lemma 1.7.5. Assume (X,OX) is an affine variety and let Xf ⊆ X be a principal open subset
of X then (Xf ,OX |Xf ) is an affine variety. Furthermore, we have an isomorphism of K-algebras
K[Xf ] ∼= K[X]f .

Proof. We clearly have an injective K-linear map K[X]f → OX(Xf ) so it suffices to show that this
map is surjective. Assume Φ ∈ OX(Xf ) then for any x ∈ Xf there exist functions g, h ∈ K[X] and
an open neighbourhood U ⊆ Xf ∩Xh of x such that Φ = g/h on U. Let U =

⋃n
i=1Xfi be a covering

by principal open sets then as Xfi ⊆ U ⊆ Xf ∩Xh ⊆ Xf we have fi ∈
√
〈f 〉 by Lemma 1.4.15(a) so

f ki ∈ 〈f 〉 for some k ∈ N. As Xfi = Xf ki
= Xf we have U = Xf so Φ = g/h on Xf . Furthermore,

we have Xf ⊆ Xf ∩Xh ⊆ Xh so we must have h = f m for some m > 1 by Lemma 1.4.15(a), hence
OX(Xf ) ∼= K[X]f .

To show that (Xf ,OX |Xf ) is affine we need only show that OX(Xf ) is an affine algebra. If
{f1, . . . , fn} ⊆ K[X] is a generating set ofK[X] thenOX(Xf ) is clearly generated by {f1, . . . , fn, 1/f }.
Now assume g/f m ∈ OX(Xf ) is such that gk/f mk = 0 for some k > 1 then gk(x) = 0 for all
x ∈ Xf hence g(x) = 0 for all x ∈ Xf . In other words g/f m = 0 on Xf so OX(Xf ) is reduced,
hence affine. �

1.7.6. Now assume (X,OX) and (Y,OY ) are prevarieties then there exist finite coverings X =⋃n
i=1 Ui and Y =

⋃m
j=1 Vj by affine open sets. Consider the Cartesian product X × Y then we

have X × Y =
⋃n
i=1

⋃m
j=1 Ui × Vj and each Ui × Vj is an affine variety by Lemma 1.6.6. We define
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a topology on X × Y by specifying that U ⊆ X × Y is open if U ∩ Ui × Vj is open in Ui × Vj
for all i , j . Furthermore we define OX×Y (U) ⊆ Maps(U,K) to be all f ∈ Maps(U,K) such that
f |U∩Ui×Vj ∈ OUi×Vj (U ∩ Ui × Vj) for all i , j . With this we have the following (we omit the proof).

Proposition 1.7.7. (X × Y,OX×Y ) is a prevariety and is the product of (X,OX) and (Y,OY ) in
the categorical sense of 1.6.1.

1.7.8. The category of all prevarieties is often too big to desirable conclusions about its objects.
So we must somehow limit how the open affine subsets can be glued together. With this regard,
if X is a prevariety then we denote by ∆X the image of the map iX : X → X × X given by
iX(x) = (x, x). Note that ∆X is naturally a topological space with the induced topology.

Lemma 1.7.9. Let (X,OX) be a prevariety then the map iX is a homeomorphism onto its image.
Furthermore, if (X,OX) is an affine variety then the image ∆X of iX is closed in X ×X.

Proof. Let X =
⋃n
i=1 Ui be a covering by finitely many affine open sets then ∆X =

⋃n
i=1 Ui × Ui .

Assume O ⊆ X is an open set. If iX(O∩Ui) = iX(O)∩ iX(Ui) is an open set for each i then iX(O)

is open in ∆X by the definition of the topology on ∆X . In particular, it is sufficient to show that
iX |Ui is a homeomorphism for each i so we may assume that X is affine.

We have a K-bilinear map γ : K[X] × K[X] → K[X] given by γ(f , g) = f g which factors
uniquely through the tensor product γ : K[X]⊗K[X]→ K[X]. This is a K-algebra homomorphism
such that

γ

( n∑
i=1

fi ⊗ gi
)

=

n∑
i=1

figi .

It is clear that Ker(γ) = IX×X(∆X) and iX = γ∗ so iX is a morphism by Corollary 1.5.21. A similar
argument to the one used in 1.6.5 shows that Ker(γ) is generated by the set {f ⊗ 1− 1⊗ f | f ∈
K[X]}. In particular, we must have ∆X = VX×X(IX×X(∆X)) so ∆X is closed in X × X. As γ is
surjective it induces an isomorphism K[∆X ]→ K[X] so iX is a homeomorphism. �

Definition 1.7.10. A prevariety (X,OX) is called a variety if ∆X is closed in X×X. This condition
is referred to as the separation axiom.

Exercise 1.7.11. Show that a topological space X is Hausdorff if and only if the diagonal ∆X ⊆
X ×X is closed in the product topology.

Lemma 1.7.12. Assume X is a variety and Y is a prevariety.

(a) If φ : Y → X is a morphism then the graph Γφ = {(y , φ(y)) | y ∈ Y } of φ is closed in Y ×X.

(b) If φ,ψ : Y → X are two morphisms which coincide on a dense set of Y then φ = ψ.

Proof. (a). Consider the map ϕ : Y ×X → X ×X given by (y , x) 7→ (φ(y), x) then we have

Γφ = ϕ−1(∆X) = {(y , x) ∈ Y ×X | φ(y) = x}.

As φ is a morphism we have ϕ is continuous so Γφ is closed.
(b). As φ and ψ are morphisms we have a continuous map ϕ : Y → X × X given by ϕ(y) =

(φ(y), ψ(y)). As before we have

ϕ−1(∆X) = {y ∈ Y | φ(y) = ψ(y)} ⊆ Y

is a closed set because X is a variety. By assumption ϕ−1(∆X) is dense so must be the whole of
Y . �
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We note for later the following useful characterisation of varieties, which we give without proof.

Proposition 1.7.13. Let X be a prevariety and X =
⋃n
i=1 Ui be a covering by affine open sets then

X is a variety if and only if the following hold: for all i , j the intersection Ui ∩ Uj is an affine open
set and the images of the restriction maps resUi ,Ui∩Uj and resUj ,Ui∩Uj generate OX(Ui ∩ Uj).

1.8 Dimension

1.8.1. Assume X is an irreducible variety and recall from Corollary 1.3.4 that any non-empty
open set is also irreducible. Now assume X is affine then by Proposition 1.3.7 the affine algebra
K[X] is an integral domain. In particular, we may form its field of fractions (c.f., Definition 1.5.29)
which we denote by A(X). With this the following makes sense.

Lemma 1.8.2. If X is an irreducible variety then A(U) ∼= A(V ) for any two non-empty affine open
subsets U, V ⊆ X.

Proof. First, let us assume that X is affine and Xf ⊆ X is a principal open set of X. By
Lemma 1.7.5 and Theorem 1.5.9 we have Xf is affine and K[Xf ] ∼= K[X]f . From this one
sees easily that A(Xf ) ∼= A(X). As the principal open sets form a basis for the topology on X this
implies A(U) ∼= A(X) for any open set U.

Now assume X is any irreducible variety and let X =
⋃n
i=1 Ui be a covering by affine open sets.

The irreducibility of X forces the intersection Ui ∩Uj to be non-empty so the function fields A(Ui)

and A(Uj) are isomorphic. From this the statement follows. �

1.8.3. Assume E ⊆ F is a field extension and S ⊆ F is any subset. We say S is an algebraically
independent set over E if for any subset {s1, . . . , sn} ⊆ S there exists no non-zero polynomial
P ∈ E[X1, . . . , Xn] such that P (s1, . . . , sn) = 0. We then define the transcendence degree of the
extension E ⊆ F to be the maximal cardinality of any subset of F which is algebraically independent
over E. With this in hand we have the following notion of dimension.

Definition 1.8.4. If X is an irreducible variety then we define the dimension of X to be the tran-
scendence degree of the extension K ⊆ A(X), which we denote by dim(X). For any variety X we
define dim(X) = max{dim(X1), . . . , dim(Xn)} where X1, . . . , Xn are the irreducible components of
X.

Exercise 1.8.5. Show that dim(An) = n.

Proposition 1.8.6. If X is an irreducible variety then for any proper closed non-empty subvariety
Y of X we have dim Y < dimX.

Proof. We can clearly reduce to the case where X is affine so that K[X] = K[f1, . . . , fn]. Fur-
thermore, we may assume that Y is irreducible so that K[Y ] = K[X]/p for some prime ideal
p ∈ Spec(K[X]). Let gi ∈ K[Y ] be the image of fi under the natural projection map K[X]→ K[Y ].
Let d = dim(X) and e = dim(Y ) then, after possibly rearranging the terms, we may assume that
{g1, . . . , ge} is algebraically independent over K. This clearly implies that {f1, . . . , fe} is alge-
braically independent over K so e 6 d .

Now assume for a contradiction that d = e and let f ∈ K[X] be a non-zero element such
that f 6∈ p, which exists because p 6= K[X]. By the definition of dimension there exists a polyno-
mial P ∈ K[X0, . . . , Xe ] such that P (f , f1, . . . , fe) = 0. Assume P = X0Q for some polynomial
Q ∈ K[X1, . . . , Xe ] then f Q(f1, . . . , fe) = 0 and we may view this as a relation in K[X] because
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Q(f1, . . . , fe) ∈ K. As K[X] is an integral domain this implies that Q(f1, . . . , fe) = 0 because
f 6= 0 but this is a contradiction because Q 6= 0 and the fi are algebraically independent. Hence,
we may assume that X0 does not divide P so the polynomial H(X1, . . . , Xe) := P (0, X1, . . . , Xe) ∈
K[X1, . . . , Xe ] is non-zero. With this we have H(f1, . . . , fe) = 0 but again this is a contradiction
so d 6= e. �

Corollary 1.8.7. A variety X is finite if and only if dim(X) = 0.

Proof. Firstly, we may assume X is irreducible. Secondly, as X is covered by finitely many affine
open subsets we may assume X is affine. Now as X is irreducible and dim(X) = 0 we must have
X has no proper closed non-empty subvarieties by Proposition 1.8.6. This implies X is a singleton,
so we’re done. �

1.9 Some results on morphisms

1.9.1. Recall that we say a morphism of varieties φ : X → Y is a closed embedding if φ(X) is
closed in Y and the restriction map defines an isomorphism of X onto φ(X). Furthermore we say
φ is dominant if φ(X) = Y . With this in hand we have the following.

Lemma 1.9.2. Assume φ : X → Y is a morphism of affine varieties then the following hold:

(a) φ is a closed embedding if and only if φ∗ is surjective,

(b) φ is dominant if and only if φ∗ is injective.

Proof. (a). If φ is a closed embedding then φ = ι ◦ ψ where ψ : X → φ(X) is an isomorphism
and ι : φ(X) → Y is the natural inclusion, which is a morphism by Exercise 1.5.23. Clearly
ι∗ : K[Y ] → K[φ(X)] = K[Y ]/IY (φ(X)) is surjective hence so is φ∗ = (ι ◦ ψ)∗ = ψ∗ ◦ ι∗ by
Corollary 1.5.22.

If φ∗ is surjective then we claim that φ(X) = VY (Ker(φ∗)). Assume g ∈ Ker(φ∗) then
g(φ(x)) = φ∗(g)(x) = 0 for all x ∈ X so φ(X) ⊆ VY (Ker(φ∗)). Conversely assume y ∈
VY (Ker(φ∗)) and consider the evaluation map εy : K[Y ] → K (c.f., Lemma 1.5.18). As φ∗ is
surjective we have εy factors as εx ◦φ∗ for a unique K-algebra homomorphism εx : K[X]→ K. By
Proposition 1.5.19 this implies that y = φ(x) ∈ φ(X) so φ(X) is closed in Y .

Now clearly we have

g ∈ IY (φ(X))⇔ g(φ(x)) = φ∗(g)(x) = 0 for all x ∈ X ⇔ φ∗(g) = 0

so Ker(φ∗) = IY (φ(X)) is a radical ideal. Hence φ∗ induces an isomorphismK[φ(X)] ∼= K[Y ]/IY (φ(X))→
K[X] so φ induces an isomorphism onto its image by Corollary 1.5.22.

(b). Using the fact that Ker(φ∗) = IY (φ(X)) together with Proposition 1.4.11 we see that
φ(X) = VY (IY (φ(X))) = VY (Ker(φ∗)). Furthermore, as Ker(φ∗) is a radical ideal VY (Ker(φ∗)) =

Y if and only if Ker(φ∗) = {0} so we’re done. �

Exercise 1.9.3. Assume X is an affine variety and let Xf ⊆ X be a principal open set. Describe a
closed embedding Xf ⊆ Am for some m > 1. [Hint: f (x) is invertible for all x ∈ Xf .]

Theorem 1.9.4. Assume φ : X → Y is a morphism of varieties then φ(X) contains a non-empty
open subset of φ(X).



2. Algebraic Groups

2.3 G-spaces

2.3.6. Recall that if G is an affine algebraic group then we denote by λ, ρ : G → GL(K[G]) the
homomorphisms given by

(λ(g)f )(x) = f (g−1x) (ρ(g)f )(x) = f (xg)

for all x, g ∈ G and f ∈ K[G]. These are faithful representations of the abstract group G such
that ρ = ι ◦ λ ◦ ι−1 where ι : G → G is the inversion map.

Lemma 2.3.7. Let H be a closed subgroup of G and IG(H) ⊆ K[G] be the corresponding vanishing
ideal then

H = {g ∈ G | λ(g)IG(H) = IG(H)} = {g ∈ G | ρ(g)IG(H) = IG(H)}.

Proof. If f ∈ I then we have
(λ(g)f )(x) = f (g−1x) = 0

for all g, x ∈ H so λ(g)f ∈ IG(H). Conversely, if g ∈ G is such that λ(g)IG(H) = IG(H) then we
have

f (g−1) = (λ(g)f )(1) = 0

for any f ∈ IG(H) because λ(g)f ∈ IG(H). Hence g−1 ∈ VG(IG(H)) = H so g ∈ H. The
statement for ρ follows from the fact that ρ = ι ◦ λ ◦ ι−1. �

Exercise 2.3.8. With the setting of Proposition 2.3.5, there is an increasing sequence of finite
dimensional subspaces {Vi}i∈N such that

(a) each Vi is stable under s(G) and s : G → GL(K[G]) defines a rational representation of G in
Vi ,

(b) K[X] =
⋃
i∈N Vi .

2.4 The Jordan Decomposition

2.4.1. If G is a finite group and p > 0 is a prime dividing the order of the group then it is well
known that every element g ∈ G may be written uniquely as a product g = gpgp′ = gp′gp where
gp ∈ G is an element of order a power of p and gp′ is an element whose order is coprime to p.
What we would like is a similar decomposition for elements in an algebraic group but now it does
not make sense to speak of element orders. However, we can talk instead about semisimple and
unipotent elements.

2.4.2. An endomorphism x ∈ End(V ) of a finite dimensional K-vector space is called semisimple
if there exists a basis of V which consists of eigenvectors of x . Furthermore, we say x is nilpotent if
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xn = 0 for some positive integer n > 1 and x is unipotent if x −1 is nilpotent. We now recall some
results from linear algebra. Note that fixing a basis of V we may identify End(V ) with Matn(K)

and GL(V ) with GLn(K).

Lemma 2.4.3. Assume S ⊆ GLn(K) is a set of pairwise commuting matrices then there exists
g ∈ GLn(K) such that gSg−1 ⊆ Tn(K). If all the matrices in S are semisimple then we may
assume that gSg−1 ⊆ Dn(K).

Lemma 2.4.4.

(a) If x, y ∈ End(V ) are semisimple (resp., nilpotent, unipotent) endomorphisms such that xy =

yx then so is xy .

(b) If x ∈ End(V ) and y ∈ End(W ) are semisimple (resp., nilpotent, unipotent) endomorphisms
then so are x ⊕ y ∈ End(V ⊕W ) and x ⊗ y ∈ End(V ⊗W ).

Proposition 2.4.5. Assume x ∈ End(V ) is an endomorphism then the following hold:

(a) there exist unique xs , xn ∈ End(V ) with xs semisimple and xn nilpotent such that x = xs+xn =

xn + xs and xsxn = xnxs ,

(b) there exist polynomials p(X), q(X) ∈ K[X] without constant term such that p(x) = xs and
q(x) = xn.

(c) ifW ⊆ V is an x-stable subspace thenW is also stable under xs and xn and x |W = xs |W +xn|W
is the additive Jordan decomposition of the restriction to W . Similarly, we have x |V/W =

xs |V/W +xn|V/W is the additive Jordan decomposition of the restriction to the quotient V/W .

(d) if y ∈ End(V ) is an endomorphism such that xy = yx then (x+y)s = xs +ys and (x+y)n =

xn + yn.

(e) Let φ : V → W and y ∈ End(W ) be linear maps. If φ ◦ x = y ◦ φ then φ ◦ xs = xs ◦ φ and
φ ◦ xn = yn ◦ φ.

Remark 2.4.6. We call xs (resp., xn) the semisimple (resp., nilpotent) part of x .

Corollary 2.4.7. For x ∈ GL(V ) we have xs ∈ GL(V ) and there exists a unique unipotent element
xu ∈ GL(V ) such that x = xsxu = xuxs .

Proof. Since x is invertible so is xs so we can therefore set xu := 1 + x−1
s xn. Let a > 1 be such

that xan = 0 then we have
(xu − 1)a = (x−1

s xn)a = x−as xan = 0

because xsxn = xnxs so xu is unipotent. If x = su = us is another such decomposition then
x = s+s(u−1) is the additive Jordan decomposition of x so we must have s = xs and u−1 = xn.�

Corollary 2.4.8. For any x ∈ GL(V ) and y ∈ GL(W ) we have x ⊕ y = (xs ⊕ ys)(xu ⊕ yu)

and x ⊗ y = (xs ⊗ ys)(xu ⊗ yu) are the Jordan decompositions of x ⊕ y ∈ GL(V ⊕ W ) and
x ⊗ y ∈ GL(V ⊗W ) respectively.

2.4.9. Unfortunately for us the vector space V we have considered so far has been finite dimen-
sional. However, in what follows we will need to consider the case where V is infinite dimensional
(in particular the case where V is the group algebra of an affine algebraic group). To deal with this
case we will need to introduce the concept of local finiteness.
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2.4.10. In particular, assume now that V is an arbitrary, possibly infinite dimensional, vector
space. We say x ∈ End(V ) is locally finite if V is a union of finite dimensional x-stable subspaces.
We say that x is locally semisimple (resp., locally nilpotent) if its restriction to any finite-dimensional
x-stable subspace is semisimple (resp., nilpotent). Note that if x ∈ End(V ) is locally finite then
there exist unique xs , xn ∈ End(V ) with xs locally semisimple and xn locally nilpotent such that
x = xs + xn = xn + xs . These are defined as follows. Given v ∈ V choose a finite dimensional
x-stable subspace W containing x then we put

xsv := (x |W )sv xnv := (x |W )nx.

This definition is independent of W by Proposition 2.4.5(c).
Similarly if x ∈ GL(V ) is locally finite then xs ∈ GL(V ) is locally semisimple and there exists a

unique xu ∈ GL(V ) such that x = xsxu = xuxs and xu is locally unipotent in the sense that xu−1 is
locally nilpotent. With this we are now ready to prove the existence of the Jordan decomposition.

Theorem 2.4.11 (Jordan Decomposition). Let G be an affine algebraic group and let A = K[G]

be the affine algebra. We denote by ρ : G → GL(A) the right translation homomorphism then the
following hold:

(a) For any g ∈ G there exist unique elements gs , gu ∈ G such that ρ(g)s = ρ(gs) and ρ(g)u =

ρ(gu) and g = gsgu = gugs .

(b) If φ : G → G′ is a homomorphism of algebraic groups then φ(g)s = φ(gs) and φ(g)u = φ(gu).

(c) If G = GLn(K) then gs and gu are the semisimple and unipotent parts of Corollary 2.4.7 with
V = Kn.

Remark 2.4.12. We call gs (resp., gu) the semisimple (resp., unipotent) part of g.

Proof. (a). Let A = K[G] and m : A ⊗ A → A be the homomorphism defined by multiplication,
i.e., m is the K-linear extension of m(a⊗ b) = ab. Now, for any g ∈ G, we have ρ(g) is an algebra
automorphism of A which is equivalent to the fact that

m ◦ (ρ(g)⊗ ρ(g)) = ρ(g) ◦m.

As ρ(g) is locally finite by Exercise 2.3.8 we have a Jordan decomposition ρ(g) = ρ(g)sρ(g)u as in
2.4.10. Applying Proposition 2.4.5(e) to m we have

m ◦ (ρ(g)s ⊗ ρ(g)s) = ρ(g)s ◦m ⇒ ρ(g)s(a)ρ(g)s(b) = ρ(g)s(ab)

for all a, b ∈ A. In particular, this implies ρ(g)s is an algebra automorphism of A.
With this we see that the map f 7→ (ρ(g)s f )(1) defines a homomorphism A → K. By

Lemma 1.5.18 there exists a unique point gs ∈ G such that (ρ(g)s f )(1) = f (gs) for all f ∈ A. As
ρ(g) commutes with all left translations λ(x), with x ∈ G, (which are again locally finite) we have
by Proposition 2.4.5(e) that

(ρ(g)s f )(x) = (λ(x−1)ρ(g)s f )(1) = (ρ(g)sλ(x−1)f )(1) = (λ(x−1)f )(gs) = f (xgs).

Hence ρ(g)s = ρ(gs) is the right translation by gs . In the same way we obtain an element gu ∈ G
with ρ(g)u = ρ(gu). The uniqueness now follows from the fact that ρ is a faithful representation
of G.
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(b). Note that a homomorphism of algebraic groups φ : G → G′ can be factored as

G → φ(G)→ G′.

Using Proposition 2.2.9(b) we have φ(G) is a closed subgroup of G′ so we can prove (b) in two
steps.

First assume that G is a closed subgroup of G′ and φ is the inclusion map. If I = Ker(φ∗) =

IG′(φ(G)) then we have
G = {g ∈ G′ | ρ(g)I = I}

by Lemma 2.3.7. In particular, for any g ∈ G we have the algebra automorphism ρ(g) : K[G′] →
K[G′] induces a locally finite automorphism of K[G] = K[G′]/I. The result now follows from
Proposition 2.4.5(c).

Now assume that the map φ is surjective then we identify K[G′] with a subspace of K[G]

(by Lemma 1.9.2) which is stable under all ρ(g) (g ∈ G). The result then follows again from
Proposition 2.4.5(c).

(c). Let G = GL(V ) with V = Kn. Let f ∈ Hom(V,K) be a non-zero element of the dual
space. For v ∈ V define f̃ (v) ∈ K[G] by

f̃ (v)(g) = f (gv).

This gives an injective linear map V → K[G]. For all g, x ∈ G and v ∈ V we have

f̃ (gv)(x) = f (xgv) = f̃ (v)(xg) = (ρ(g)f̃ (v))(x)⇒ f̃ (gv) = ρ(g)f̃ (v),

⇒ f̃ ◦ g = ρ(g) ◦ f̃ .

From Proposition 2.4.5(e) we see that

f̃ ◦ s = ρ(g)s ◦ f̃ and f̃ ◦ u = ρ(g)u ◦ f̃ ,

where g = su = us is the decomposition in Corollary 2.4.7. Putting this back into the previous
calculation we have

(ρ(g)s f̃ (v))(x) = f̃ (v)(xs) and (ρ(g)u f̃ (v))(x) = f̃ (v)(xu)

for all v ∈ V and x ∈ G. However, this implies that s = gs and u = gu because gs and gu are the
unique elements with this property by the proof of (a). �



3. Diagonalisable Groups

3.1 Characters

For any natural number n > 1 we denote by Dn the direct product Gm × · · · ×Gm with n
factors (we take D0 to be the trivial group).

Definition 3.1.1. An algebraic group G is called diagonalisable if there exists a closed embedding
ϕ : G → Dn for some n > 0. We say G is a torus if it is isomorphic to Dn for some n > 0.

Example 3.1.2. Let Dn(K) 6 GLn(K) be the closed subgroup consisting of all diagonal matrices.
This is clearly isomorphic to Dn, hence is a torus. Now consider the subgroup

Z = {diag(ζ, . . . , ζ) ∈ Tn | ζn = 1} 6 Tn,

which is simply the centre of SLn(K). If Z 6= {1} then Z is an example of a diagonalisable group
which is not a torus. Note, that if p = char(K) > 0 then |Z| = n/ gcd(n, p).

3.1.3. If G is an algebraic group we will denote by X(G) the set of all characters of G, which
are homomorphisms of algebraic groups G → Gm. For any two characters χ1, χ2 ∈ X(G) we have
a character χ1χ2 ∈ X(G) given by

(χ1χ2)(g) = χ1(g)χ2(g)

for all g ∈ G. This gives X(G) the structure of an abelian group. Every character of G is also a
regular function on G so we have natural embeddings X(G) ↪→ K⊗ZX(G) ↪→ K[G]. Now, viewing
X(G) as a subset of the K-vector space K ⊗Z X(G) we have the following result of Dedekind.

Lemma 3.1.4 (Dedekind). Assume {χ1, . . . , χm} ⊆ X(G) are pairwise distinct characters of G
then {χ1, . . . , χm} is a linearly independent set over K. In particular, X(G) is linearly independent
over K.

Proof. Assume for a contradiction that {χ1, . . . , χm} is a linearly dependent set of pairwise distinct
characters with minimal cardinality m > 1 then we have

m−1∑
i=1

aiχi + χm = 0 (3.1.5)

for some ai ∈ K. After relabelling we may assume that a1 6= 0. As χ1 6= χm there exists g ∈ G
such that χ1(g) 6= χm(g). Now, for any x ∈ G we have

m−1∑
i=1

aiχi(x)χi(g) + χm(x)χm(g) =

m−1∑
i=1

aiχi(x)χm(g) + χm(x)χm(g),
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where the left hand side is obtained by evaluating (3.1.5) at xg and the right hand side is obtained
by first evaluating (3.1.5) at x then multiplying through by χm(g). Rearranging this gives

m−1∑
i=1

ai(χi(g)− χm(g))χi = 0

but as a1(χ1(g) − χm(g)) 6= 0 this implies that {χ1, . . . , χm−1} is linearly dependent over K, a
contradiction. �

Remark 3.1.6. It is often typical to consider the group structure on X(G) as an additive structure
not a multiplicative structure. However, viewing it as a multiplicative structure makes it compatible
with the K-algebra structure of K[G].

Example 3.1.7. Consider the case of G = Dn then for each 1 6 i 6 n we have a canonical
character χi ∈ X(G) given by projection onto the ith factor, i.e.

χi(g1, . . . , gn) = gi .

It is clear that we can identifyK[G] withK[χ±1
1 , . . . , χ±1

n ] using the natural inclusion X(G) ↪→ K[G].
Now assume f ∈ X(G) is a character then we have f =

∑
a∈Zn caχ

a1
1 · · ·χann where ca ∈ K and

a = (a1, . . . , an) ∈ Zn. Dedekind’s lemma implies that f = χa1
1 · · ·χann for a unique a ∈ Zn so we

have
X(G) = {χa1

1 · · ·χ
an
n | (a1, . . . , an) ∈ Zn} ∼= Zn.

Furthermore, X(G) is also clearly a basis of K[G].

3.1.8. As we have seen in the previous example the diagaonalisable group Dn has a lot of
characters; in fact enough to give a basis of the affine algebra. In this situation one often says
that the group has enough characters to separate points because each maximal ideal of the affine
algebra is generated by characters. This is in stark contrast to a group such as SLn(K) which
has no non-trivial characters as it is perfect. We now wish to characterise diagonalisable groups
as those groups which have enough characters. However, we first consider the role of characters
amongst rational representations.

3.1.9. Let G be an algebraic group and ρ : G → GL(V ) a rational representation of G. If
χ ∈ X(G) is a character then we define a subspace

Vχ = {v ∈ V | ρ(g)v = χ(g)v for all g ∈ G} ⊆ V.

We say χ ∈ X(G) is a weight of ρ if Vχ 6= {0}; we then call Vχ the corresponding weight space of
ρ. We will denote by Xρ(G) the set of all weights of ρ.

Remark 3.1.10. If W ⊆ V is a 1-dimensional G-invariant subspace of V , i.e., ρ(g)W ⊆ W for
all g ∈ G, then it is clear that W ⊆ Vχ for some χ ∈ Xρ(G). Conversely Vχ is a direct sum of
1-dimensional G-invariant subspaces because any subspace of V is G-invariant. In particular, the
weight spaces encapsulate all G-invariant 1-dimensional subspaces of V .

Lemma 3.1.11. Let G be an algebraic group. If ρ : G → GL(V ) is a rational representation of G
then the set of weights Xρ(G) is finite and the sum of the corresponding weight spaces is direct.
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Proof. We claim that for any finite set {χ1, . . . , χr} ⊆ Xρ(G) of pairwise distinct weights the sum
of the corresponding weight spaces Vχ1 + · · ·+Vχr is direct. As the result is clearly true for r = 1 we
may assume that r > 1 and proceed by induction. Let v = v1 + · · ·+vr−1 ∈ (Vχ1 + · · ·+Vχr−1 )∩Vχr
with vi ∈ Vχi then for any g ∈ G we have

χr (g)v1 + · · ·+ χr (g)vr−1 = ρ(g)v = χ1(g)v1 + · · ·+ χr−1(g)vr−1

for all g ∈ G. By the induction hypothesis the sum Vχ1 + · · ·+Vχr−1 is direct and it clearly contains
ρ(g)v as the weight spaces are G-invariant. In particular, we may compare the coefficients of the
elements vi to deduce that χi = χr if vi 6= 0. However, we assumed χi 6= χr for all i 6= r so we
must have v = 0 as desired. As V is finite dimensional this clearly implies that Xρ(G) is finite. �

Corollary 3.1.12. A rational representation ρ : G → GL(V ) is a direct sum of 1-dimensional
representations if and only if V is the direct sum of its weight spaces.

Theorem 3.1.13. The following are equivalent:

(a) G is diagonalisable,

(b) X(G) is a basis of K[G],

(c) any rational representation of G is a direct sum of 1-dimensional representations.

Proof. (a) ⇒ (b). Assume G is diagonalisable and let ϕ : G → Dn be a closed embedding, then
ϕ∗ : K[Dn]→ K[G] is surjective by Lemma 1.9.2. It is clear that this restricts to a homomorphism
of abelian groups ϕ∗ : X(Dn)→ X(G). By Example 3.1.7 we know that X(Dn) is a basis of K[Dn]

so ϕ∗(X(Dn)) ⊆ X(G) spans K[G]. Dedekind’s lemma now shows that X(G) is a basis of K[G].
(b) ⇒ (c). Assume φ : G → GL(V ) is a rational representation of G. We denote by φ̃ :

G × V → V the morphism given by φ̃(g, v) = ρ(g)v , where we view V as an affine variety. We
thus obtain an induced algebra homomorphism φ̃∗ : K[V ] → K[G] ⊗ K[V ] = K[G × V ]. Let us
identify V with Kn then K[V ] is identified with the polynomial ring K[X1, . . . , Xn]. By assumption
we have for any polynomial Xi that

φ̃∗(Xi) =
∑

χ∈X(G)

χ⊗ Aχ,i

with Aχ,i ∈ K[V ]. Now assume v = (v1, . . . , vn) ∈ V then this implies that

ρ(g)v = φ̃(g, v) =
∑

χ∈X(G)

(χ(g)Aχ,1(v1), . . . , χ(g)Aχ,n(vn)) =
∑

χ∈X(G)

χ(g)Aχ(v),

where Aχ(v) = (Aχ,1(v1), . . . , Aχ,n(vn)) for all v ∈ V .
Using the fact that ρ(gh) = ρ(g)ρ(h) for any g, h ∈ G we have∑

χ∈X(G)

Aχ(v)(χb χ)(g, h) =
∑

χ∈X(G)

∑
ψ∈X(G)

(AχAψ)(v)(χb ψ)(g, h),

where χbχ and χbψ are characters of G ×G. Applying Dedekind’s lemma to X(G ×G) we see
that

AχAψ =

Aχ if χ = ψ

0 otherwise
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because the equality holds for all (g, h) ∈ G × G and v ∈ V . In particular, if v ∈ Im(Aχ) then we
have

ρ(g)v =
∑

ψ∈X(G)

ψ(g)Aψ(v) = χ(g)Aχ(v) = χ(g)v

so Im(Aχ) ⊆ Vχ. This clearly shows that V = ρ(g)V ⊆ ⊕χ∈Xφ(G)Vχ so we’re done by Corol-
lary 3.1.12.

(c) ⇒ (a). Let φ : G → GL(V ) be a closed embedding of G. By assumption V is a direct sum
of 1-dimensional G-invariant subspaces V1 ⊕ · · · ⊕ Vn. In particular the image of G is contained in
the subgroup GL(V1)× · · · × GL(Vn) 6 GL(V ) which is isomorphic to Dn so G is diagonalisable.�

Corollary 3.1.14. If ϕ : G ↪→ Dn is a closed embedding then ϕ∗ : X(Dn)→ X(G) is surjective.

Proof. The proof of Theorem 3.1.13 shows that ϕ∗(X(Dn)) ⊆ X(G) spansK[G] so every character
of G is a K-linear combination of the characters in ϕ∗(X(Dn)). Dedekind’s lemma then gives the
equality. �

Corollary 3.1.15. If G is diagonalisable then X(G) is a finitely generated abelian group with no
p-torsion.

Proof. By Corollary 3.1.14 there exists a surjective homomorphism X(Dn) → X(G) for some
n > 0. In particular, X(G) is a quotient of Zn so must be finitely generated. Finally X(G) has no
p-torsion otherwise K would contain a non-trivial pd th root of unity for some integer d > 1. �

3.2 Structure of Diagonalisable Groups

We now wish to consider the structure of a diagonalisable group, which turns out to be quite
simple. For this we will need the following lemma.

Lemma 3.2.1. If G is a connected algebraic group then X(G) is torsion-free.

Proof. Assume χ ∈ X(G) satisfies χn = 0 for some integer n > 0 then the image χ(G) is finite
because it is contained in the set {ζ ∈ Gm | ζn = 1}. As χ(G◦) = χ(G)◦ we must have χ(G) = {1}
because G is connected, hence X(G) is torsion-free. �

Remark 3.2.2. Note that the converse of Lemma 3.2.1 holds if char(K) = 0. However, it can
fail in positive characteristic. For instance, if G is a finite cyclic group of order p = char(K) then
X(G) is torsion free but G is not connected.

Theorem 3.2.3. Assume G is a diagonlisable group then the connected component G◦ is a torus.
Furthermore, there exists a finite subgroup H 6 G whose order is coprime to p such that G =

G◦ ×H.

Proof. As G is diagonalisable we may and will identify G as a closed subgroup of Dn. Now
the natural inclusion morphism ϕ : G◦ ↪→ Dn is a closed embedding which induces a surjective
homomorphism ϕ∗ : X(Dn) → X(G◦) by Corollary 3.1.14. By Corollary 3.1.15 and Lemma 3.2.1
we have X(G◦) is a finitely generated abelian group with no torsion, so it is isomorphic to Zr for
some r > 0. As free modules are projective we must have ϕ∗ splits so that X(Dn) = M ⊕Ker(ϕ∗)

with M ∼= Zr .
We may now choose a basis {χ1, . . . , χn} of X(Dn) so that we have {χ1, . . . , χr} ⊆ M and

{χr+1, . . . , χn} ⊆ Ker(ϕ∗). The map ψ : Dn → Dn given by ψ(g) = (χ1(g), . . . , χn(g)) clearly
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defines an automorphism of Dn. If we identify G with its image ψ(G) under this automorphism
then we have

G◦ = {(g1, . . . , gn) ∈ Dn | gr+1 = · · · = gn = 1} ∼= Dr .

This shows that G◦ is a torus. Now clearly we have Dn = G◦ × A where

A = {(g1, . . . , gn) ∈ Dn | g1 = · · · = gr = 1}.

In particular, taking H = A ∩ G we have G = H × G◦ and H ∼= G/G◦. The group H is finite as
the component group G/G◦ is finite and must have order coprime to p because K contains no
non-trivial pd th roots of unity. �

Remark 3.2.4. As is to be expected in such situations, the complement H is by no means unique.
Furthermore, this result is quite surprising as it is easy to come up with examples of abelian groups
possesing a subgroup with no complement. For example consider the subgroup 2Z 6 Z consisting
of all even integers. Any non-zero element in a complement of 2Z must be an odd integer but this
is clearly impossible as no such subset is closed under addition.

Corollary 3.2.5. A diagonalisable group is a torus if and only if it is connected.

Definition 3.2.6. For any algebraic group G we will denote by Gfin the set of all elements of finite
order. Furthermore, for any integer d > 0 we denote by Gd ⊆ Gfin the set {g ∈ G | gd = 1}.

Corollary 3.2.7. If G is diagonalisable then Gd is finite for any integer d > 0. Furthermore, Gfin

has infinite cardinality and G = Gfin.

Proof. By Theorem 3.2.3 we need only show this when G = Gm. However, it is easy to see
that Gd has finite cardinality because there are only finitely many dth roots of unity in K. On
the other hand, Gfin clearly has infinite cardinality because K has infinitely many roots of unity.
By Corollary 1.8.7 this implies that dimGfin > dimG = 1 which in turn implies that G = Gfin by
Proposition 1.8.6. �

3.3 Rigidity of Diagonalisable Groups

3.3.1. Given an algebraic group G one often used tool in trying to study the structure of G is
to consider its diagonalisable subgroups (or more specifically tori). Now, this may not always be
successful as G may have no non-trivial diagonalisable subgroups (for instance a unipotent group).
However, reductive groups such as GLn(K) do have non-trivial diagonalisable subgroups; in this case
the group Dn(K) from Example 3.1.2 is an example. One of the main features of diagonalisable
groups is that they are rigid. More precisely, we mean the following.

Proposition 3.3.2 (Rigidity of diagonalisable groups). Assume G is an algebraic group and T 6
G is a diagonalisable subgroup then NG(T )◦ = CG(T )◦ and NG(T )/CG(T ) is finite.

Proof. Clearly we have CG(T )◦ ⊆ NG(T )◦ so we need only show that the reverse inclusion holds.
In particular, we need to show that any n ∈ NG(T )◦ centralises T . Given t ∈ T let us denote
by ϕt : NG(T )◦ → T the morphism given by ϕt(n) = ntn−1. Assume t ∈ Td ⊆ Tfin is of finite
order d > 0 then clearly ϕt(NG(T )◦) ⊆ Td . However, ϕt(NG(T )◦) is finite by Corollary 3.2.7 and
connected because NG(T )◦ is connected. As the image contains t we must have ϕt(NG(T )◦) =

{t}. This shows that, for any n ∈ NG(T )◦, the conjugation morphism ιn : T → T given by
ιn(t) = ntn−1 restricts to the identity on Tfin. However, by Corollary 3.2.7 Tfin is dense in T so
we must have ιn = idT by Lemma 1.7.12(b). �
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3.4 Structure of Abelian Algebraic Groups

As an example of the power of the abstract Jordan decomposition we may entirely describe the
structure of an abelian affine algebraic group.

Theorem 3.4.1. Let G be an abelian affine algebraic group then the following hold:

(a) The set Gs (resp., Gu) of semisimple (resp., unipotent) elements of G is a closed subgroup.

(b) The product map π : Gs × Gu → G is an isomorphism of algebraic groups.

Proof. (a). Let us identify G with a closed subgroup of GLn(K). As G is abelian we may assume
that G ⊆ Tn(K) by Lemma 2.4.3. In this is the case then we have Gs = G ∩ Dn(K) and
Gs = G ∩ Un(K), which implies Gs and Gu are closed as they are obtained as the intersection of
two closed sets. We now need only show that Gs and Gu are closed under multiplication as they
are clearly closed under inversion. However, for any x, y ∈ G we have xsys is semisimple and xuyu
is unipotent by Lemma 2.4.4 so Gs and Gu are subgroups.

(b). The uniqueness of the Jordan decomposition shows that this map is a bijective morphism
of algebraic groups. The inverse map is given by x 7→ (xs , x

−1
s x). This is clearly a morphism of

varieties as x 7→ xs is a morphism of varieties by Proposition 2.4.5(b) so π is an isomorphism. �

Corollary 3.4.2. If G is a connected abelian affine algebraic group then Gs and Gu are closed
connected subgroups of G.

Proof. Gs , resp., Gu, is the image of G under the morphism x 7→ xs , resp., x 7→ xu. As G is
connected this implies Gs and Gu are connected. �

We close this section by stating the following innocuous looking result, which is surprisingly
difficult to prove.

Theorem 3.4.3. Assume G is a connected 1-dimensional affine algebraic group then G is isomor-
phic to Gm or Ga.

Remark 3.4.4. In the proof of this result the first thing to show is that G must be abelian. Let
us assume that this is known then Theorem 3.4.1 and Corollary 3.4.2 show that G must either
consist entirely of semisimple elements or unipotent elements. Assume G = Gs then the argument
used in the proof of Theorem 3.4.1 shows that there exists a closed embedding G → Dn(K) ∼= Dn
hence G is diagonalisable. By the structure of diagonalisable groups (c.f., Theorem 3.2.3) this
implies G ∼= Gm. The case when G = Gu is significantly more involved and requires a close study
of so-called vector groups, which are the unipotent analogues of tori. We do not discuss this here.



4. Differentials and Lie Algebras

4.1 Heuristics

4.1.1. Consider the classical situation where M is a differentiable manifold. When trying to
study M locally around a point x ∈ M it is often helpful to look at the tangent space Tx(M) of
M at x . This is an R-vector space which approximates M near x . For instance, if M is a sphere
then Tx(M) is the plane meeting M at the point x . We wish to generalise these notions to the
setting of algebraic geometry. We will start with a heuristic approach and then progress towards
more intrinsic but possibly less transparent definitions.

4.1.2. Let V ⊆ An be a non-empty affine variety with associated vanishing ideal I(V ) ⊆
K[X1, . . . , Xn] and let us fix a point p = (p1, . . . , pn) ∈ V . Then for any f ∈ K[X1, . . . , Xn] we
define a linear polynomial

dp(f ) =

n∑
i=1

∂f

∂Xi
(p)Xi ∈ K[X1, . . . , Xn].

This clearly gives us a K-linear map dp : K[X1, . . . , Xn]→ K[X1, . . . , Xn] which satisfies the usual
rules for differentiation, namely

dp(f + g) = dp(f ) + dp(g) dp(f g) = dp(f )g(p) + f (p)dp(g)

for all f , g ∈ K[X1, . . . , Xn].
For any point v = (v1, . . . , vn) ∈ An we consider the ‘line through p in the direction of v ’ given

by Lv = {p + tv | t ∈ K} ⊆ An. Restricting f to Lv we can think of f as a function in t. Now
considering the Taylor expansion of f around the point t = 0 we have

f (p + tv) = f (p) +

(
n∑
i=1

∂f

∂Xi
(p)vi

)
︸ ︷︷ ︸

=dp(f )(v)

t +O(t2).

With this, we say Lv is a tangent line at p ∈ V if dp(f )(v) = 0 for all f ∈ I(V ).

Definition 4.1.3. Let V ⊆ An be a non-empty algebraic set. For a fixed point p ∈ V we define

Tp(V ) = {v ∈ An | dp(f )(v) = 0 for all f ∈ I(V )},

= {v ∈ An | Lv is a tangent line at p ∈ V },

to be the tangent space at p ∈ V .

Example 4.1.4. Consider the variety V ⊆ A2 which is the zero locus of the polynomial f =

X2
1 + X2

2 − 1 ∈ K[X1, X2]. If char(K) 6= 2 then the vanishing ideal I(V ) is generated by f . Now
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consider the point p = (0, 1) ∈ V then we have

dp(f ) =
∂f

∂X1
(0, 1)X1 +

∂f

∂X2
(0, 1)X2 = 2X2.

In particular, this shows that Tp(V ) is simply the straight line {(x, 0) | x ∈ K}. Now let us assume
that char(K) = 2 then f = f ′2 with f ′ = X1 +X2 + 1 ∈ K[X1, X2]. In this case f ′ generates I(V )

and we have

dp(f ′) =
∂f ′

∂X1
(0, 1)X1 +

∂f ′

∂X2
(0, 1)X2 = X1 +X2.

Hence, in this case, we have Tp(V ) is the straight line {(v , v) | v ∈ K}. Note that taking K = R
we get the familiar picture of a tangent line to a circle.

4.1.5. For calculations we note that it is sufficient to check the defining condition of the
tangent space on a generating set of the vanishing ideal. Indeed, let V ⊆ An be a non-empty
algebraic set such that I(V ) is generated by f1, . . . , fr ∈ K[X1, . . . , Xn]. Then we claim that for
any point p ∈ V we have

Tp(V ) = {v ∈ An | dp(fi)(v) = 0 for all 1 6 i 6 r}.

It suffices to show that the right hand side is contained in the left hand side. Assume v ∈ An satisfies
dp(fi)(v) = 0 for all 1 6 i 6 r and write f ∈ I(V ) as

∑n
i=1 hi fi for some hi ∈ K[X1, . . . , Xn] then

we have

dp(f ) =

n∑
i=1

dp(hi fi) =

n∑
i=1

(fi(p)dp(hi) + hi(p)dp(fi)) =

n∑
i=1

hi(p)dp(fi)

because fi ∈ I(V ) and p ∈ V . The claim follows immediately.

4.2 Derivations and the Tangent Space

4.2.1. The definition we have given of the tangent space in the previous section depends upon
the embedding of the variety into affine space. Our goal now is to show that we may give an
equivalent definition of the tangent space which is intrinsic to the variety.

Definition 4.2.2. Let A be a K-algebra and M an A-module, let the action of A on M be denoted
by a ·m for all a ∈ A, m ∈ M. We say a K-linear map D : A→ M is a derivation if D satisfies the
Leibniz rule

D(ab) = a ·D(b) + b ·D(a),

for all a, b ∈ A. We write DerK(A,M) for the space of all derivations from A to M.

Remark 4.2.3. Note that DerK(A,M) is naturally an A-module via the action (a ·D)(f ) = aD(f )

for all a, f ∈ A.

Example 4.2.4. Consider the polynomial ring R = K[X1, . . . , Xn] and an R-module M. It is easily
shown that for any derivation D ∈ DerK(R,M) we have

D(f ) =

n∑
i=1

D(Xi) ·
∂f

∂Xi
.

In fact, since the set of partial derivatives {∂/∂Xi}16i6n is linearly independent we conclude that
DerK(R,R) is a free R-module of rank n.
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4.2.5. Let V ⊆ An be an affine variety and pick a point p ∈ V . We turn the field K into a
module for the affine algebra K[V ] by defining the action to be f · α = f (p)α. We will write Kp
when we consider K as a K[V ] module in this way.

Lemma 4.2.6. Let V ⊆ An be a non-empty affine variety and p ∈ V be any point. Then for any
v ∈ Tp(V ) we have a well defined derivation Dv ∈ DerK(K[V ], Kp) given by Dv (f ) = dp(f )(v) for
any f ∈ K[X1, . . . , Xn]. Furthermore, the map Ψ : Tp(V )→ DerK(K[V ], Kp) given by v 7→ Dv is
an isomorphism of K[V ]-modules.

Proof. Let R denote the polynomial ring K[X1, . . . , Xn] and let π : R → K[V ] be the canonical
projection map. We start by confirming that Ψ is well defined. Assume f , g ∈ K[V ] satisfy
f − g ∈ I(V ) then for any v ∈ Tp(V ) we have

Dv (f )−Dv (g) = dp(f )(v)− dp(g)(v) = dp(f − g)(v) = 0

by the definition of Tp(V ). Hence Ψ is well defined.
If v = (v1, . . . , vn) ∈ Tp(V ) then it is clear that we have Dv (Xj) = vj for each 1 6 j 6 n,

which shows Ψ is injective. Let D ∈ DerK(K[V ], Kp) be a derivation then the composition D̃ =

D ◦ π ∈ DerK(R,Kp) is also a derivation. By Example 4.2.4 we see that for all f ∈ R we have

D(f ) = D̃(f ) =

n∑
i=1

∂f

∂Xi
· D̃(Xi) =

n∑
i=1

∂f

∂Xi
(p)vi = dp(f )(v).

For any f ∈ I(V ) we have f = 0 and so D(f ) = dp(f )(v) = 0, which means v ∈ Tp(V ). Since
Dv (Xj) = vj = D(Xj) we have Dv = D so Ψ is surjective and we’re done. �

Definition 4.2.7. Assume V is an affine variety then for any p ∈ V we define the tangent space
Tp(V ) of V at p to be the K[V ]-module DerK(K[V ], Kp) of derivations.



References

[AM69] M. F. Atiyah and I. G. Macdonald, Introduction to commutative algebra, Addison-Wesley Pub-
lishing Co., Reading, Mass.-London-Don Mills, Ont., 1969, ix+128.

[Bor91] A. Borel, Linear algebraic groups, Second, vol. 126, Graduate Texts in Mathematics, Springer-
Verlag, New York, 1991, xii+288.

[Gec03] M. Geck, An introduction to algebraic geometry and algebraic groups, vol. 10, Oxford Graduate
Texts in Mathematics, Oxford: Oxford University Press, 2003, xii+307.

[Hum75] J. E. Humphreys, Linear algebraic groups, Graduate Texts in Mathematics, No. 21, New York:
Springer-Verlag, 1975, xiv+247.

[Spr09] T. A. Springer, Linear algebraic groups, Modern Birkhäuser Classics, Boston, MA: Birkhäuser
Boston Inc., 2009, xvi+334.


	Affine Algebraic Geometry
	Notation
	Algebraic Sets and Vanishing Ideals

	1.2.1
	1.2.5
	1.2.7
	1.2.9
	1.2.11
	1.2.14
	Irreducibility of Topological Spaces

	1.3.2
	Affine Algebras

	1.4.1
	1.4.2
	1.4.4
	1.4.9
	1.4.12
	1.4.14
	Regular Functions and Ringed Spaces

	1.5.1
	1.5.4
	1.5.8
	1.5.10
	1.5.12
	1.5.17
	1.5.25
	1.5.28
	Products

	1.6.1
	1.6.2
	1.6.5
	Varieties and Prevarieties

	1.7.1
	1.7.3
	1.7.6
	1.7.8
	Dimension

	1.8.1
	1.8.3
	Some results on morphisms

	1.9.1
	Algebraic Groups
	G-spaces

	2.3.6
	The Jordan Decomposition

	2.4.1
	2.4.2
	2.4.9
	2.4.10
	Diagonalisable Groups
	Characters

	3.1.3
	3.1.8
	3.1.9
	Structure of Diagonalisable Groups
	Rigidity of Diagonalisable Groups

	3.3.1
	Structure of Abelian Algebraic Groups

	Differentials and Lie Algebras
	Heuristics

	4.1.1
	4.1.2
	4.1.5
	Derivations and the Tangent Space

	4.2.1
	4.2.5

