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1.  Introduction

The personal computer and especially its smaller portable counterpart, the laptop, has become an affordable and almost ubiquitous tool both in the West and in Japan. This paper looks at some of the language-relevant software typically available on a Japanese laptop or PC, and considers how it could be used in the Japanese-language teaching scenario. The author’s “expertise” in Japanese language teaching is limited to that of an (occasional) pupil, so the exact use to which the software discussed in this paper must be left to the inventive reader. The aim of this paper is to draw attention to the range of software freely (or cheaply) available on a Japanese PC, to suppose that much of it can be put to pedagogic use and, if so, to support this by explaining briefly how some of it works.

The software we are interested is often referred to as “language technology”, and the branch of science responsible for its development is sometimes known as “language engineering”, a term which has drifted in and out of fashion. Related fields are “computational linguistics” and “natural language processing”, in which the theoretical considerations which lead to the development of language technology are made. Japan has for a long time been at the forefront of these fields, largely, it could be argued, because of the complexity of the written language: as computers took on increasing importance from the mid-1960s onwards, Japanese engineers realised that they would have to address the “problem” of the Japanese writing system to enable Japanese scientists to use computers. Indeed it has even been speculated that the “training” that early Japanese computer pioneers received in solving the problem of handling the writing system lead to the pre-eminence of Japanese computer scientists and engineers in later years.

The Japanese language software we are referring to includes the waapuro with its kana–kanji conversion, text-to-speech systems, and various translation tools (almost invariably focussing on the English–Japanese language pair). From a language-teaching point of view, it is not necessary for users to understand the computing aspects of how these systems work; however, it is felt to be useful and important for teachers to understand some of the (computational) linguistic principles behind the software, to recognise their limitations, and in this way to get the best out of the systems in their somewhat unconventional use as teaching tools.

At this point we should mention CALL (Computer-Aided Language Learning), since ironically this is the one thing that this article will not cover. CALL, as its name suggests, is about computer-based language teaching software. There is a rich literature on CALL, both in general terms and focussing on Japanese.
 Software exists that provides language learning environments in the form of drills, games, and more sophisticated learning strategies. Software might be very specific (e.g. a package to help the student practice verb tenses) or more generic (so-called “authoring” packages which allow teachers to develop their own software). Indeed some of the tasks which we will suggest below might also or might better be addressed with CALL software. It is not our intention here to dismiss CALL. We are simply exploring alternative avenues.

2.  What is “Language Technology”?

Language technology is any computer software related to language handling. “Language” here includes both text and speech, and language technology can relate to specific or general applications.

Thinking first of text-based applications, the most obvious and familiar piece of software is the word-processor. In fact, a typical word-processor these days contains a variety of language technologies: the spell checker is the most obvious, but other tools often include a grammar or style checker, a thesaurus (to look-up near synonyms), hyphenation rules (when text is justified, long words must sometimes be split over two lines, and most languages have quite strict rules about where words can be split), and pseudo-linguistic tools such as word-counters, formatting tools (allowing the user to define document styles in terms of fonts, lay-out and so on), templates for certain text-types (letters, presentations, invoices and so on). Japanese word-processors have a similar range of tools. Notably, the concept of “spelling” is not appropriate in Japanese, nor is hyphenation a feature of Japanese text. But because of the writing system, inputting Japanese text is of course considerably more complex than for languages which use an alphabetic writing system where each character can be found on a single typewriter key or at worst through a combination of two or three keystrokes. Text input will be our first port of call when we consider technologies that can be used in the classroom.

Language engineers are interested not only in the creation of text but in a number of text-related functions. Besides being composed, texts or their content can be searched for, especially on the World Wide Web or in a database (such as the folders containing documents you have previously composed). This search is often based on their content, either explicitly (e.g. “search for documents containing the phrase Japanese car manufacturers”) or implicitly (e.g. “search for documents about Japanese car manufacturers”). In the latter case, the so-called “search engine” must somehow “know” whether a given text (or part thereof) is relevant to the search, and must, in the example given, be able to recognise what kinds of words in a text about Japanese car manufacturers would identify it as such: the words Japanese, car, and manufacturer for example, but many others too, including names of Japanese car manufacturers, cities or persons closely identified with the Japanese motor industry, and so on.

Once located, the text might need to be summarised, or translated (or both). Automatic summarization involves guessing which parts of the text are the most important and indicative, and this is generally done by looking for key “function words” and other linguistic devices. A crude method is to take the first sentence of each paragraph, but there are much more sophisticated techniques too. Machine translation is possibly the oldest language technology in terms of interest, though it is fair to say that truly usable MT systems have only become available in the last ten years, and the technology is still somewhat limited. As a teaching aid however, MT has a great potential, which we will discuss in more detail below.

Language of course includes speech (in fact for all known languages, the spoken form predates and predetermines the written form, and not vice versa, contrary to the belief of many people!).  Synthetic speech output is now relatively common on computers and other electronic devices, though the technology comes in various forms. The technology may involve recorded human speech, either whole phrases, or much smaller segments which are cleverly pasted together. Alternatively, the characteristic acoustic patterns of speech can be synthesised electronically to give something that sounds sufficiently like speech to be comprehensible. Speech output might be directly generated by some piece of software, for example a talking clock, or it might be based on written text. Text-to-speech is a non-trivial task, even for languages with a straightforward (largely phonetic) writing system. For languages like Japanese, and to a lesser extent English, getting a computer to “read aloud” is an error-prone process which can be highly illustrative to the language learner.

Language above all is the human being’s primary means of communication, so language technology is about using computers to help humans to communicate. The computer’s role can of course be merely technological, like a telephone: just a vehicle for the communication, as in the case of sending an e-mail or downloading a web-page. But language technology allows the computer to play a more significant mediating role. Composition, search and summarisation have already been mentioned. With a multilingual perspective, translation can also play a role. If we think of speech vs. text, then any of the above can involve spoken or written text (where by “written” we might also differentiate between typed and handwritten). As well as text-to-speech already mentioned, we have the much more complex task of speech recognition for dictation (composition using speech), communication (dialogue with an information system, or with another user), or hands-free operation. Much less robust than other language technologies, speech recognition may also have its role in the Japanese language classroom.

3.  Text input

Let us begin our survey of language technologies and the classroom with the most basic tool found on all Japanese PCs: the one which allows Japanese users to input Japanese text, whether in a word-processing environment, or in some other language-relevant software. Learning to read and write the Japanese writing system is of course a major goal (and hurdle) for almost all Japanese language learners. Japanese computers typically offer a variety of input methods, as suggested by the pop-up menu shown in Figure 1. 
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Figure 1. Pop-up menu showing alternatives for text input
At least three of these can provide a vehicle for the learner studying kanji. Working from the top, 手書きallows the user to trace the kanji using the mouse or, better still, if the computer has a mouse pad, using their finger as a pen. This input method offers the student a great lesson in calligraphy. As the user traces the kanji, the system shows its best guess at what is intended in a window to one side. Figure 2 shows the character ‘国’ incompletely drawn, but correctly suggested as its first guess by the system. A nice game to play with the computer is to pick a difficult kanji and see how few strokes are needed before it appears as the first choice in the window. 
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Figure 2. 手書きinput example.

What is especially good about 手書きinput is that this input method depends on stroke order and direction. Figure 3 shows a very neat but incorrectly written character: the user drew it in one stroke starting at the bottom left. The system is quite unable to recognize it as ‘口’. 
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Figure 3. Input with incorrect stroke order.

That stroke order and direction is the key is illustrated by Figure 4, which shows the system recognizing ‘東’ despite clumsy but correctly ordered calligraphy.
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Figure 4. Badly drawn but correctly recognized input.

The second method, 文字一覧, is perhaps less useful to the learner. This input method offers the user the entire character set in the conventional character-set order adopted by the Japanese computer industry. The “soft keyboard” is also of limited interest, allowing the user to reconfigure the keyboard on the screen to show conventional “qwerty”, alphabetical order, hiragana as set out on a Japanese keyboard (ぬふあう… on the top row), or in the more familiar 50音配列 layout.

総画数 is a computerised version of perhaps the most familiar kanji-lookup method, as used in traditional dictionaries: radical plus stroke-count. As Figure 5 shows, the display also shows 音訓読みwhich allow the user to look up the kanji in an “alphabetical” dictionary as is typically the case with bilingual listings. Clearly this is a skill which learners must practise. The 部首 input method also depends on knowing the radical, though does not involve stroke count, so is perhaps of less interest.
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Figure 5. 総画数input window.

Finally, 音声入力is speech-to-text: users can “train” the system to recognize their pronunciation and simply dictate the input. Although this is a great advance in word-processing, its educational value is limited, since speech input is not as demanding of authenticity as 手書き input mentioned above. Fairly wayward pronunciation can be “correctly” recognized, such is the relative simplicity of Japanese phonology, but ironically this is a disadvantage if we wanted to use this option as a teaching aid.

4.  Speech output

One of the most impressive features of recent Japanese PCs is the high quality speech synthesis now available. Synthesized speech has been around in a crude form for many years: early technology gave us understandable but robot-like sound. More recent techniques, concentrating on “diphones” (i.e. the transitions between the sounds) have lead to highly realistic synthetic speech, and much work has also been done on phrasing and intonation. Again because of its comparatively simple phonology, synthetic Japanese speech is much better in general than English (and the few other major languages that have been worked on). Often, different voices (young man, old woman, boy, girl, robot!) are available, and it can sing too. Obviously, it is unfortunately not possible to demonstrate this in a written paper. 

The high quality of the speech synthesis means that spoken Japanese of near-human quality is now available in an effectively inexhaustible supply. This is thanks to text-to-speech conversion, so that any text on the computer can become audio material. Of course, Japanese text-to-speech is not entirely trivial, as anyone who has had to learn to read Japanese will agree. The writing system is partly phonetic (the kana) and where this is the case, there are few traps, unlike English. ‘は’ and ‘へ’ are sometimes pronounced 「ワ」 and 「エ」 respectively, but otherwise it is straightforward. Pronunciation of the kanji on the other hand is highly variable, though essentially the correct pronunciation can be determined by context. But even here lessons can be drawn. As an example, when this paper was presented, we typed in the following rather familiar text (1), and had the computer read it aloud.

(1) 古池や、蛙とびこむ、水の音。

Interestingly, the computer made two “mistakes” with this text. One, not surprisingly, was to choose the modern pronunciation 「カエル」instead of 「カワズ」for  ‘蛙’. More interestingly, it read 「コイケ」rather than 「フルイケ」for the first two characters, treating them as a compound word, a revealing mistake of interest to an advanced learner. Haiku are probably not a really fair test of the technology, and mistakes can be made in “ordinary” text; but these are often revealing for certain learners. Even humans can be genuinely confused about the pronunciation of proper names like ‘文子’ (「フミコ」or 「アヤコ」), ‘山手’ (「ヤマテ」in Yokohama but 「ヤマノテ」in Tokyo), ‘白馬’ (「ハクバ」or 「シロウマ」), and so on. 

5.  Lexical tools

Japanese word-processing packages, like their western counterparts, come with various tools associated with them, many of which can have an additional pedagogical value, even though they are usually aimed at Japanese users. Microsoft’s Bookshelf for example is a highly flexible bilingual dictionary package which can be put to all sorts of uses. Apart from running as a stand-alone application, it can also be launched from within Microsoft Word. Words can be looked up in either English or Japanese. For English head-words a number of Japanese translations will be given, though often with little or no explanation, since of course the tool is aimed at Japanese users (see Figure 6). Related entries can be accessed either by hot links within the entry or by consulting the index which can be displayed either in alphabetical order or, as the figure shows, as a mixture of all entries, both English and Japanese, that refer to the word in question. So for example the index for run has a link to ‘はな洟’ and phrases such as running nose.
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Figure 6. Microsoft Bookshelf
Bookshelf can also serve as a bilingual dictionary. Again, running independently or from within a word-processing task, Japanese–English dictionary lookup can be obtained simply by highlighting the Japanese word to be looked up, and going to the appropriate menu. Figure 7 shows a text that was downloaded from the web, in which the user has highlighted the unfamiliar term ‘選手’. Bookshelf gives not only a translation but the pronunciation as well. Again, the dictionary entries are primarily aimed at Japanese users, but this is certainly a usable resource for students of Japanese. 

Our illustrations here have come from just one product, but there are certainly other software packages available in Japan all of which will have their different strengths and weaknesses. It is not our purpose here to make recommendations, other than in a general sense to promote awareness of the possibility of using products aimed at one market for a slightly different purpose.
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Figure 7. Bookshelf in bilingual mode.

6.  Machine Translation

This brings us nicely to our final topic, Machine Translation (MT). There are now hundreds of MT and MT-related products available for Japanese, covering a huge range of both quality and price (not always correspondingly!), but also in function. In this section we will discuss briefly the types of software available under the heading of “MT”, then focus on the uses this software can be put to in the Japanese language classroom, always bearing in mind that teaching Japanese is usually not the purpose for which the software was developed. We will describe and illustrate in some detail how MT works, the better to understand the advantages and limitations of using MT in the classroom. While there is a growing interest in the teaching of MT and the use of translation tools to trainee translators, the idea that MT could be used as a tool for language teaching has received rather less attention.
 In this respect, some of the suggestions below are somewhat innovative.

6.1. Translation tools

MT software varies not only in quality and price, but also in function. Commentators often try to distinguish between translators’ tools (including some of the things we have seen in the preceding sections) and “MT proper”. Even if we confine ourselves to software which takes text (or speech) in the source language and proposes some output in the target language, we can distinguish several levels of sophistication.

At the lowest end of this scale, some systems perform little more than word-by-word replacement, and are therefore of limited interest to us. Most systems however will make an attempt at syntactic analysis and appropriate rearrangement of the target text. It is in the difficulty of this task that our interest lies, because – ironically – for our purposes it is more or less convenient that MT output is generally imperfect!

One translation tool, not MT as such, but worth mentioning at this point, is the Translation Memory System (TMS): this is a program which allows the translator to make reference to previously done translations when translating a new text.
 The previous translations are stored in a database of aligned pairs of (usually) sentences. The software takes the current text to be translated and looks in the database for either an exact match (in which case the translator can choose to simply copy the suggested translation), or for a close match, which mat differ by a few words. It is then up to the translator to decide what to do with the proposed partial match. The system does not do any translation itself. For example, suppose a translator wanted to translate the sentence in (2), and the TMS offered (3) as a close match. These systems are usually able to highlight the differences in the matched text (3a), as we do here. But it would be up to the translator to know what to do with the target text, i.e. which words to change. TMSs have no knowledge of the target language.

(2) To edit an existing file, select “Open” (ctrl-O) in the File menu.

(3) a.
To edit a new file, select “New” (ctrl-N) in the File menu.

b. 
新しいファイルを作る場合は、ファイルメニューから「新規作成」（Ctrl-N） を選ぶ。

For translators, TMSs can save much time when translating similar material, and can contribute to consistency of style and terminology when translating large volumes of material, which may be done by a team of translators.

From a language-teaching perspective, this kind of software can serve as a nice alternative to the traditional gap-filling exercise. One could imagine setting up a TMS with a database of sentence pairs, and then giving to the student a text of similar sentences, all of which get partial matches in the database, as in example (2)-(3) above: the exercise then is to make the appropriate changes to the target part of the matched sentence. Shei & Pain (2001) make what amounts to a similar proposal, although they describe it in terms of an MT system based on “lexicalised sentence stems” rather than a TMS.

6.2. How does MT work?

In considering using MT systems as language-teaching tools, it is important to understand and appreciate something about how they work, and in particular what their strengths and weaknesses are. After all, no MT system is designed with language teaching as an envisaged use, so one must be aware of the dangers of using a tool for a purpose different to the one it was designed for.

Most MT systems work by making some sort of analysis of the source text which is then used to determine how to translate the individual words as well as the sentence structure. This analysis involves recognizing syntactic units such as noun groups, relative clauses, verb phrases, and their relative functions, such as subject, object, modifier and so on. This analysis will be at a relatively shallow level, and will generally not be able to take “meaning” into account, in particular where it depends on common-sense knowledge. We will see some examples of this below. Having completed its analysis, the system will choose the appropriate lexical translations and syntactic structure for the target-language text and then apply the grammar rules of the target language to produce the final result.

The main difficulty for MT can be summed up in a single word: ambiguity. This ambiguity can occur at all the above stages: in individual word senses, in the way the words combine with each other, and in the choice of target word and structure. Let us illustrate these problems briefly, considering English and Japanese.

Lexical ambiguity results from the fact that individual words, taken out of context, can often have a number of different interpretations. This can be due to homonymy, where the same word form has several quite distinct meanings, or polysemy, where the different meanings are somehow related. Homonymy is usually reflected in alternative translations, as illustrated in (4).

(4) a.
ball
球、玉、ボール、舞踏会
   
b.
hold   持つ、開く、握る、企画する…
In English particularly, some homonyms result from words being used as different parts-of-speech, exemplified by round – and extreme case – in (5).

(5) The table is round – It’s your round – The cowboys round up the cattle – He lives round the corner a.


Because of its ideographic writing system, this problem is less frequent in Japanese. But if we consider spoken language, the corresponding problem of homophones – words which sound the same but are written differently – is considerably more marked in Japanese.

Polysemous words often have rather vague meanings, which lend themselves to metaphorical extension, for example open, close, fast, board, point …
Homonymy can often be resolved by considering the context, as in the examples of round in (5). But sometimes combinations of ambiguous words can result in an ambiguous sentence. The sentence in (6) is a much-cited example. Its most likely interpretation (based on common-sense knowledge) has flies as the main verb, but one could interpret it as an instruction, with time as the verb, or as a statement about “time flies” if there were such a species.

(6) Time flies like an arrow.

Even if the individual words are not ambiguous, alternative syntactic analyses can present themselves. Example (7a) is a genuine “attachment ambiguity” out of context – is it the man, or the girl, or the park with the telescope? – while in (7b), the interpretation of the final prepositional phrase alters depending whether the final word is newspaper or jungle.

(7) a.
The man saw the girl in the park with the telescope.
b.
They read about the plane crash in the …
Sometimes the ambiguity is “deeper”. In (8) the two sentences have the same surface structure, but in (8a) we understand Chef as the subject, doing the suing, while in (8b) is being sued.

(8) a.
Chef sued over wrongful dismissal.

b.
Chef sued over blow-fish death.

The extent to which these kinds of ambiguities are found varies from language to language. English is inherently more ambiguous than other European languages which have a lot of grammatical markings to show things like tense and gender. In　Japanese we can construct – perhaps somewhat artificially – an attachment ambiguity (9a) like (7), while subject-object ambiguity like in (8) is quite common in Japanese due to the ambiguity of the topic marker “は” (9b).

(9) a.
昨日店で会った人は死んだ。
b.
鳥は食べたか。

Another major source of ambiguity – or rather imprecision – in Japanese relates to the widespread ellipsis (omission of pronouns which are interpretable from the context) and of course the lack of an explicit singular-plural distinction.

The point about ambiguity with respect to MT is of course that the system has to get the correct interpretation in order to get the correct translation. And because this often depends on really understanding the source text, which in turn may require contextual or common-sense knowledge, MT systems often get the wrong interpretation, and correspondingly the wrong translation. For example (7b) with newspaper as the final word could be translated as in (10) if the attachment is wrongly interpreted.

(10) * 新聞での航空機墜落について読んだ。
Even if the source text is correctly analysed, there remain some difficult choices in translation. At the lexical level, many words, even if not ambiguous from the source-language point of view, have a variety of possible translations. We list in (11) several examples in both directions which illustrate either polysemy or “conceptual” differences between English and Japanese.

(11) a.
water 
お湯、水、川、波、海、水道
b.
rice 
米、ご飯、ライス、めし


c. 
life 
人生、一生、生活、生計、活気、元気、命、生命、生物、伝記、実物，静物（画）

d.
空　
sky, air, empty, void, blank, vacant, hollow, vacuum


e.
暇　
time, leisure, spare time, off-season, day off, leave, dismiss, fire, sack, divorce, discharge, goodbye
So-called “support words” such as do, get, make, thing in English and する、もの、持つ、とる in Japanese are also notoriously difficult to translate.

There are both systematic and idiosyncratic differences between English and Japanese syntax. Systematic differences include the relatively free order in which sentence constituents can occur in Japanese (while word-order within them is fairly strict), while idiosyncratic differences are sometimes regarded as “idioms”, cf. the different structures used to translate the predicative adjectives hungry and tall in (12a), and conversely in (12b) where English changes it around.

(12) a.
おなかがすいた。背が高い。

b.
彼は目が青い
He has blue eyes.

The final step in the translation process is to generate the target text. This is relatively straightforward, as all the hard work has been done. MT systems will usually generate grammatical text, even if the sense is wrong, though in the case of a particularly complex input sentence the output may be rather fragmented as exemplified by (13).

(13) a.
今季はＭＦロイ・キーンが自伝の中で、マンチェスターＣのハーランドに対するファウルが故意だったと告白し、イングランドサッカー協会を巻き込んだ問題となっていることからの決定という。

b.
* In this season, saying the foul play to Harland in Manchester C was intentional in the autobiography, it confesses and MF Roy Keene says a decision from becoming the problem to have involved an England football society. 
What we find with MT output is that the translation is often rather literal or “wooden”, and where the human might recognize a range of stylistic choices for the output, an MT system will usually opt for a translation that is as close to the original as possible. Notably, for example, English-to-Japanese systems will often translate pronouns which a human translator might omit.

6.3. How can we use MT in the classroom?

As with some of the other tools described in this paper, there is an irony in that MT is most useful in the classroom when it goes wrong. Successful translations are of limited interest to the learner, but bad translations can be instructive for the study of MT for its own sake, to highlight differences between English and Japanese, and, in the teaching of translation as a skill in itself, to focus on choices and dilemmas facing the translator.

One thing that quickly becomes clear is that MT into the language being studied must be used with extreme caution. Because of the way they work, MT systems are likely to produce bad translations; but, apart from at advanced-level, students can quickly assume that anything that looks like plausible Japanese is indeed well-formed. This is why it is important for teachers and students alike to understand the limitations of the software.

Each of the translation problems discussed above can provide material for exercises involving looking at MT output and discussing how and why it is wrong. Teachers may point out the errors explicitly, or else leave them for the student to discover. For example, the ambiguity of “空” in (11d) can be shown as in (14a) for which one MT system offers (14b) as a translation.

(14) a.
空は晴れていたから、空の旅は便利だった。

b.
* Because the sky cleared up, the empty travel was convenient.
The two ambiguous sentences in (9) are translated as (15) by an MT system. The student can be invited to suggest alternative translations.

(15) a.
The person who met at the shop yesterday died.

b. 
Did the bird eat?


Inasmuch as translation is in itself a skill that many language learners may appreciate learning and practising, being one possible (professional) use of a student’s language abilities (though usually into one’s native language, it should be said), it is not contentious to state that language-learners “need to know what the capabilities of state-of-the-art MT are and how to evaluate its role as a practical tool in the language industry” (Lewis 1997, p. 255f.). On the other hand, the use of translation as a classroom activity in second-language learning has gone in and out of fashion over the years, the “grammar-translation method” being replaced largely by the “direct method” or its descendents such as “communicative language teaching”.
  
The (somewhat limited) literature on using MT as a language-teaching tool includes two rather unusual suggestions for its use in the classroom. Anderson (1995) describes how he exploits the mistakes and weaknesses of a bi-directional English-Hebrew MT system to reinforce learners’ appreciation of differences between the two languages. Students manually enter sentences provided by the teacher one by one and note the results. Then, using their native-speaker intuition and/or target-language reference works, depending on the translation direction, identify and correct the errors. As mentioned above, there are risks involved in exposing learners to bad examples of the target language. Richmond (1994) overcomes this problem by providing a model translation. Students are asked to type in the given English sentence, note that the system gets the translation (into French in his case) wrong, and then try to coerce the system into providing the correct translation (as given by the model) by rephrasing the English. In order to get the correct translation, the student must make the input structurally more like the output. Richmond calls this “doing it backwards”, arguing that it causes the student to focus on the differences between the languages.

We wonder how effective that would be for Japanese, which shows considerably more structural differences from English than French does. We tried this technique with only a little success. For example, one system translated (16a) as (16b): we were able to get it to produce something close to the desired output (16c) by entering (16d), producing (16e).

(16) a.
The boy has long hair.

b. 
* 少年は長い髪を持っている。



c.
少年は髪が長い。


d.
the boy, the hair is long.

e.
少年、髪は長い。

It must be said though that it took a long time experimenting with other examples of structural differences to get even this “good” an illustration of Richmond’s ideas, and while it was briefly diverting to input so much “Japlish”, we are not altogether convinced that this is really an effective teaching method.
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� See for example Unger (1987).


� For a brief overview, see Warschauer & Healey (1998). For more detail, Pennington (1996) and Levy (1997) provide good starting points. For Japanese CALL, consult the jaltcall.org web-page. Lewis (forthcoming) promises to be a good reference.


� See Ball (1989), Kudo et al. (1990), Lewis (1997), Somers (2001)


� See my chapter on TMSs in Somers (2003).


� We follow the traditional linguists’ convention of indicating an ungrammatical or anomalous sentence with a star.


� This is a genuine text from a Japanese website, and has been translated using one of the better Japanese MT systems.


� See Cook (1998) for a concise discussion.


� Getting it to produce topic marker “は” seemed to be an insurmountable problem.
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