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Best Constants in Kahane-Khintchine
Inequalities in Orlicz Spaces

GORAN PESKIR

Several inequalities of Kahane-Khintchine’s type in certain Orlicz spaces are

proved. For this the classical symmetrization technique is used and four basically

different methods have been presented. The first two are based on the well-known

estimates for subnormal random variables, see [9], the third one is a consequence

of a certain Gaussian-Jensen’s majorization technique, see [6], and the fourth one

is obtained by Haagerup-Young-Stechkin’s best possible constants in the classical

Khintchine inequalities, see [4]. Moreover, by using the central limit theorem it is

shown that this fourth approach gives the best possible numerical constant in the

inequality under consideration: If f "i j i � 1 g is a Bernoulli sequence, and k � k 
denotes the Orlicz norm induced by the function  (x) = ex

2 � 1 for x 2 R ; then

the best possible numerical constant C satisfying the following inequality:

 nX
i=1

ai"i



 
� C �

� nX
i=1

j ai j2
�1=2

for all a1; . . . ; an 2 R and all n � 1 , is equal to
p

8=3 . Similarly, the best

possible estimates of that type are also deduced for some other inequalities in Orlicz

spaces, discovered in this paper.

1. Introduction

Let f "i j i � 1 g be a Bernoulli sequence defined on a probability space (
;F ; P ) , and

let k � k denote the gauge norm on (
;F ; P ) , that is:

k X k = inf f a > 0 j E[  (X=a) ] � 1 g

for all real valued random variables X on (
;F ; P ) , where  (x) = ex
2 � 1 for x 2 R , and

with inf ; = 1 . Then the following inequality is satisfied:

(1)


 nX

i=1

ai"i



 
� C �

� nX
i=1

j ai j2
�1=2

for all a1; . . . ; an 2 R and all n � 1 , where C is a numerical constant, see for instance [9],

[13], [14], [19], [22], [30]. In this paper we shall show that the best possible numerical constant C

AMS 1980 subject classifications. Primary 41A44, 41A50, 46E30, 60E15, 60G50. Secondary 44A10.
Key words and phrases: Orlicz norm, Frechet norm, Khintchine inequality, Haagerup-Young-Stechkin’s constants, subnormal, symmetrization.
 goran@imf.au.dk

1



in inequality (1) is equal to
p

8=3 , and the present work is devoted to the study of various ways

for proving (1), as well as to the study of the analogous question for some other Orlicz norms,

see section 2 below. Moreover, by using the classical symmetrization technique, inequality (1), as

well as some other inequalities of that type which will be deduced later, will be extended in an

appropriate way to more general cases. Let us say that the inequality given in (1) has a number

of applications. In particular, using that result together with certain modulus of continuity results

of Preston’s type, see [15], [20] and [30], one can obtain a connection between the central limit

theorem in a Banach space and the uniform law of large numbers on the unit ball of its dual space,

see [17] and [18]. For applications to the law of iterated logarithm in a Banach space, see [30].

2. Preliminary facts

Orlicz functionals, norms and spaces. Let (X;A; �) be a measure space, and let (B; k � k)
be a Banach space. Let ' be an increasing left continuous function from [0;1[ into [0;1[
such that '(0) = limt#0 '(t) = 0 : Then the Orlicz functionals �' ; T' and �' generated

by ' are defined as follows:

�'(Rf ) = inf f a > 0 j
Z 1

0
Rf (at) '(dt) � 1 g

T'(Rf ) = inf f a > 0 j
Z 1

0
Rf (at) '(dt) � a g

�'(Rf ) =

Z 1

0
Rf (t) '(dt)

where Rf (t) = ��f k f k > t g for f 2 BX . Recall that
R1
0 f(t) '(dt) denotes the integral

of a function f with respect to the Lebesgue-Stieltjes measure �' defined by �'([0; x[) = '(x)
for all x � 0 , that �� denotes the outer �-measure, and that BX denotes the set of all functions

from X into B . Also the following formula is valid, see [5]:Z �
' � � d� =

Z 1

0
��f � > t g '(dt)

for every function � from [0;1] into [0;1] , where we put '(1) = limt!1 '(t) . Then

the function norm and the function space, see [5], induced by functionals �' , T' and �' are

given respectively by:

k f k�' = inf f a > 0 j
Z �

'(
1

a
k f k ) d� � 1 g

L�'(��; B) = f f 2 BX j lim
"#0

k "f k�'= 0 g

k f kT' = inf f a > 0 j
Z �

'(
1

a
k f k ) d� � a g

LT'(��; B) = f f 2 BX j lim
"#0

k "f kT'= 0 g
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k f k�' =

Z �
'( k f k ) d�

L�'(��; B) = f f 2 BX j lim
"#0

k "f k�'= 0 g

for all f 2 BX . Recall that
R �
f d� denotes the upper �-integral of a function f . It is shown

in [5] that the following statements are satisfied:

(1) ( BX ; k � kT' ) is a pseudo-F �-space, and consequently ( LT'(��; B) ; k � kT' ) is a

pseudo-Frechet space.

(2) If ' is convex, then ( BX ; k � k�' ) is a pseudo-B�-space, and consequently

( L�'(��; B) ; k � k�' ) is a pseudo-Banach space.

(3) If ' is subadditive ( for instance, concave ), then ( BX ; k � k�' ) is a pseudo-F �-space,

and thus ( L�'(��; B) ; k � k�' ) is a pseudo-Frechet space. Moreover, then we have:r
1

2
k f k�' ^ k f k�' � k f kT' �

q
2 k f k�' _ k f k�'

for all f 2 BX .

(4) If ' is convex at 0 , i.e. '(�t) � �'(t) for all � 2 [0; 1] and all t � 0 , then

( BX ;
q

k � k�' ) is a pseudo-F �-space, and we have:q
k f k�' ^ k f k�' � k f kT' �

q
k f k�' _ k f k�'

for all f 2 BX .

(5) If ' is concave at 0 , i.e. '(�t) � �'(t) for all � 2 [0; 1] and all t � 0 , then

( BX ;
q

k � k�' ) is a pseudo-F �-space, and we have:q
k f k�' ^ k f k�' � k f kT' �

q
k f k�' _ k f k�'

for all f 2 BX .

In the next considerations we shall mainly work with the function  defined by  (x) = ex
2 � 1

for x 2 R . The Banach space B will be equal to R , and the measure � will be a probability

measure, that is �(X) = 1 . We shall write L (�) ; LT (�) and L� (�) to denote the spaces

of all �-measurable functions in L� (��;R) ; LT (��;R) and L� (��;R) , respectively. One

can verify that the given spaces are closed and the natural injections are continuous. The function

norm k � k� will be shortly denoted by k � k . The Orlicz space (L (�); k � k ) will be

called the gauge space, and the Orlicz norm k � k will be called the gauge norm. For more

informations in this direction we shall refer the reader to [21].

Subnormal random variables. Let X be a real valued random variable defined on a probability

space (
;F ; P ) . Then the Laplace transform of X is given by:
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LX(z) = E(ezX)

for all z 2 D(LX) , where D(LX) = f z 2 C j E jezX j <1 g is the complex domain of

LX . The real domain of LX is given by R(LX) = D(LX) \R . Let us recall that a normal

distributed random variable N � N(�; �2) with mean � and variance �2 � 0 has the Laplace

transform given by:

LN (z) = e �z + 1
2
�2z2

for all z 2 D(LN ) = C . And a real random variable X is called subnormal, if its Laplace

transform is dominated on the real line by the Laplace transform of some normally distributed

random variable. In other words, X is subnormal, if there exists � 2 R and �2 � 0 such that:

(6) LX(t) � e �t + 1
2
�2t2

for all t 2 R . It is well-known that for a subnormal random variable X we have:

(7) EX = � and VarX � �2 .

And if (6) is satisfied with � = 0 and �2 = 1 , then X is said to be a standard subnormal random

variable. Then by (7) we have EX = 0 and VarX � 1 . A sequence of ( standard ) subnormal

random variables will be called a ( standard ) subnormal sequence. For more informations in this

direction we shall refer the reader to [9] (p.62).

Gaussian-Jensen’s majorization technique. Recall that a finite or infinite sequence of inde-

pendent and identically distributed random variables "1; "2; . . . taking values �1 with the

same probability 1=2 is called a Bernoulli sequence. Certain inequalities involving Bernoulli

sequences can be easily obtained by using a technique which will be called the Gaussian-Jensen’s

majorization technique and which may be described as follows, see [6] (p.11-12): Suppose that

we have a convex and sign-symmetric function g : Rn ! ]�1 ;1 ] , i.e. g is convex and

g (�x1; . . . ;�xn) = g (x1; . . . ; xn) for all choices of signs � and all (x1; . . . ; xn) 2 Rn ;
and let X1; . . . ; Xn 2 L1(P ) be real valued random variables. Then we evidently have:

g (x1; . . . ; xn) = g (jx1j ; . . . ; jxnj)

for all (x1; . . . ; xn) 2 Rn , and thus by Jensen’s inequality we get:

(8) g (x1; . . . ; xn) � Eg (X1; . . . ; Xn)

where EjXij = jxij , for i = 1; . . . ; n . Moreover, suppose that we have:

(9) g (x1; . . . ; xn) = E h
� nX

i=1

xi"i

�
where "1; . . . ; "n is a Bernoulli sequence and h : R! �R is a given function such that the right

side in (9) is well-defined and belongs to ]�1 ;1 ] for all (x1; . . . ; xn) 2 Rn . Then taking

Xi;xi N(0; jxij2�=2) to be mutually independent for i = 1; . . . ; n , as well as independent of
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"1; . . . ; "n , by (8), Fubini’s theorem and the fact that E jXi;xij = jxi j for i = 1; . . . ; n , we get:

(10) g (x1; . . . ; xn) � E h
� nX

i=1

Xi;xi � "i
�

for (x1; . . . ; xn) 2 Rn . A usefulness of above inequality lies in the fact that we obviously havePn
i=1Xi;xi � "i N(0 ;

Pn
i=1 jxij2�=2) , so it might be a "good" chance to compute exactly the

right side in (10), or at least to make a "good" estimate for it, and in this way to obtain an estimate

for the left side in (10), that is for the function g defined by (9). For an application of this

technique see proof 3 of theorem 3.1 below.

Classical Khintchine inequalities. Let f "i j i � 1 g be a Bernoulli sequence, and let

0 < p; q <1 and n � 1 . Then the Khintchine constant Kn(p; q) is defined to be the smallest

number satisfying the following inequality:

(11) E j
nX

i=1

"ixi jp � Kn(p; q)
� nX

i=1

jxijq
�p=q

for all x1; . . . ; xn 2 R . Let us put �(p; q) = p � ( 1

2
� 1

q
)+ , and define:

(12) K(p; q) = sup
n�1

� Kn(p; q)

n�(p;q)

�
for all 0 < p; q < 1 . Then we have, see [6] (p.10):

(13) 1 � Kn(p; q) � np(1�
1
q
)+

, for all p; q > 0 and all n � 1

(14) Kn(p; q) and [Kn(p; q)]
1=p are increasing in (n; p; q)

(15) Kn(p; q) and logKn(p; q) are convex in p , for all q > 0 and all n � 1

(16) Kn(p; q) � np(
1
r
� 1

q
)+Kn(p; r) , for all p; q; r > 0 and all n � 1

(17) K(p; q) =

8><>:
2
p
2 �( p+1

2
)p

�
if 2 � p; q <1

1 if 0 < p � 2 or 0 < q � 1

(18) 1 � K(p; q) � 2
p
2 �( p+1

2
)p

�
, for all 1 < q < 2 < p

Note that K(p; q) = EjN jp for p; q � 2 , where N N(0; 1) is a standard normal random

variable. U. Haagerup in [4], R.M.G. Young in [31] and S.B. Stechkin in [24] have shown that

the constants K(p; q) in (17) are indeed the best possible in (1) for p; q � 2 . Let us in addition

remind that Stirling’s formula states:

(19) n! =
p
2�n � nn � e�n � ern , 1

12n+1 < rn < 1
12n

for n � 1 . Recall that a concave function ' : R+ ! R+ is subadditive, i.e. we have

'(x + y) � '(x) + '(y) for all x; y � 0 . Using this fact and Jensen’s inequality we may easily
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obtain the following two inequalities:

(20)
� nX

i=1

jxij2
�1=2

�
� nX

i=1

jxij�
�1=�

, for all 0 < � � 2

(21)
� nX

i=1

jxij2
�1=2

� n(
1
2
� 1
�
)
� nX

i=1

jxij�
�1=�

, for all 2 < � < 1

being valid for all x1; . . . ; xn 2 R and all n � 1 .

3. Basic results on the gauge space L (P )

This section is devoted to the study of an inequality of Kahane-Khintchine’s type in the gauge

space (L (P ) ; k � k ) , where we recall that  (x) = ex
2� 1 for x 2 R . The first step

in that direction is done in the next theorem, see inequality (1) in theorem 1 below. The result

is well-known and our attention is mainly directed to its proof in order to find the best possible

numerical constant under consideration, as well as to obtain appropriate tools for closely related

questions on some other Orlicz spaces in the next two sections. Using these results we reach this

first ambition in corollary 4 below. Then, using the classical symmetrization technique, we extend

the given results to more general cases, see remark 7 and corollary 9 below.

Theorem 1. ( A Kahane-Khintchine inequality in the gauge space ). Let f "i j i � 1 g
be a Bernoulli sequence defined on a probability space (
;F ; P ) , and let k � k denote the

gauge norm on (
;F ; P ) . Then there exists a numerical constant C > 0 such that the following

inequality is satisfied:

(1)


 nX

i=1

ai"i



 
� C �

� nX
i=1

jaij2
�1=2

for all a1; . . . ; an 2 R and all n � 1 .

Proof. Given a1; . . . ; an 2 R for some n � 1 , we denote Sn =
Pn

i=1 ai"i ; Tn = (Sn)
2

and An =
Pn

i=1 jaij2 . Then by the definition of the gauge norm k � k , it is enough to show

the following inequality:

(2)

Z



exp
� 1

C2An
� Tn

�
dP � 2

In order to illustrate various ways for proving (1), as well as to make possible their comparisons,

we shall present four basically different proofs of (2):

Proof 1. The first proof is based on a classical Kahane-Khintchine inequality for subnormal

sequences of random variables and Stirling’s formula, and we shall show that (2), and thus (1)

also, holds with C =
p
2 + 2

p
2 � e1=156 = 2:20 . . . . For this put C0 = 2 + 2

p
2 � e1=156 ,

and let us consider the Laplace transform LSn of Sn . Since "1; . . . ; "n are independent and

cosh (x) � ex
2=2 for x 2 R , then we have:
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(3) LSn(t) = E [ exp (t � Sn) ] =
nY
i=1

E [ exp (tai � "i) ] =

=
nY
i=1

cosh (tai) �
nY
i=1

exp
� t2jaij2

2

�
= exp

� t2An

2

�

for all t 2 R . Thus if we put Dn =
Snp
An

, then for its Laplace transform LDn
we get:

LDn
(t) � et

2=2 , for all t 2 R , or in other words:

(4)
� Snp

An
j n � 1

	
is a standard subnormal sequence

Now we apply an idea presented in Kahane’s book [9], see p. 43. Since Sn is symmetric, then

so is (Sn)
2k+1 and thus E (Sn)

2k+1 = 0 for all k = 0; 1; . . . , and we have:

LSn(t) =
1X
k=0

t2k

(2k)!
E(Sn)

2k

for all t 2 R . Hence by (3) we have:

E(Sn)
2k � (2k)!

t2k
� exp

� t2An

2

�
for all k = 1; 2; . . . , and all t > 0 . In that way we may obtain the following estimate for the

Laplace transform LTn of Tn :

LTn(u) = E [ exp (u � Tn) ] = E [ exp (u � (Sn)2) ] =

=
1X
k=0

uk

k!
E (Sn)

2k � 1 +
1X
k=1

uk

k!

(2k)!

(tk)2k
� exp

� (tk)
2An

2

�
where tk > 0 are arbitrary numbers for k = 1; 2; . . . . In order to find a suitable choice for tk’s

let us put (tk)
2 =

2

An
�k for k = 1; 2; . . . . Then we get:

LTn(u) � 1 +
1X
k=1

uk

k!

(2k)!

(tk)2k
� exp (�k) =

= 1 +
1X
k=1

(2k)!

2k � k! �
1

(�k)k
(uAn)

k � exp (�k)

Using Stirling’s formula (2.19), one can easily obtain:

(2k)!

2k � k! �
p
2 � (2k)k � exp

� 1

12k
� 1

12k + 1
� k

�
for all k = 1; 2; . . . . Thus putting �k = k for k = 1; 2; . . . , we get:
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LTn(u) � 1 +
1X
k=1

p
2 � (2uAn)

k � exp
� 1

12k
� 1

12k + 1

�
�

� 1 +
p
2 � e1=156 �

1X
k=1

(2uAn)
k =

= 1 +
p
2 � e1=156 �

� 1

1� 2uAn
� 1

�
provided that j 2uAn j < 1 . Putting u = 1=C0An we may conclude:Z



exp

� 1

C0An
� Tn

�
dP = LTn

� 1

C0An

� �

� 1 +
p
2 � e1=156 �

� 1

1� 2
C0

� 1
�

= 2

Thus (2) is satisfied and proof 1 is complete.

Proof 2. The second proof is based on a classical Kahane-Khintchine inequality for tail

probabilities of symmetric subnormal random variables and on the real representation of the P -

integral, and we shall show that (2), and thus (1) also, holds with C =
p
6 = 2:44 . . . . Put for

this C0 = 6 and En = Tn=An ; and let us consider the Laplace transform LEn of En . By

the real representation of the P -integral we have:

(5) LEn(u) = E [ exp (u � En) ] =

Z


exp (u �En) dP =

=

Z 1
0

Pf exp (u � En) > t g dt = 1 +

Z 1
1

P
�
exp

�
u � Tn

An

�
> t

	
dt =

= 1 +

Z 1
0

et � P� Tn
An

>
t

u

	
dt = 1 +

Z 1
0

et � P� jDnj >
q

t
u

	
dt

for all u > 0 , where Dn is given as above by Dn =
Snp
An

. By (4) we have:

E [ exp (v �Dn) ] � ev
2=2

for all v 2 R , and since Sn is symmetric, hence by Markov’s inequality we get:

Pf jDnj � t g = 2 � Pf Dn � t g = 2 � Pf exp (v �Dn) � exp (vt) g �

� 2 � exp (�vt) � E [ exp (v �Dn) ] � 2 � exp
� v2

2
� vt

�
for all t; v � 0 . Now it is easy to check that the function S(v) = v2

2 � vt attains its minimal

value on R+ at the point vmin = t , and S(vmin) = �t2=2 . In this way we may conclude:

Pf jDnj � t g � 2 � e�t2=2
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for all t > 0 . Inserting this last inequality into (5) we find that:

LEn(u) � 1 + 2 �
Z 1
0

e (1� 1
2u

) t dt =

= 1 +
2

1
2u � 1

= 1 +
4u

1� 2u

for all 0 < u <
1

2
. Since 0 <

1

C0
<

1

2
, thus we may conclude:Z



exp

� 1

C0An
� Tn

�
dP = LEn

� 1

C0

� � 1 +
4
C0

1� 2
C0

= 2

Thus (2) is satisfied and proof 2 is complete.

Proof 3. The third proof is based on an application of the Gaussian-Jensen’s majorization

technique which is described in section 2, and we show that (2), and thus (1) also, holds with

C =
p
4�=3 = 2:04 . . . . Put C0 = 4�=3 and define:

g(x1; . . . ; xn) = E h
� nX
i=1

xi"i

�
for (x1; . . . ; xn) 2 Rn , where h(x) = exp

�
1

C0An
� x2� for x 2 R . Then evidently g is

a convex function from Rn into R+ , and one may easily observe that g is sign-symmetric.

Thus by (2.10) we get:

E [ exp
� 1

C0An
� Tn

�
] = g(a1; . . . ; an) � E h

� nX
i=1

Xi"i

�
=

= E [ exp
� 1

C0An
�
� nX

i=1

Xi"i

�2 �
]

where Xi � N(0; jaij2�=2) for i = 1; . . . ; n are independent, as well as independent of

"1; . . . ; "n : Since "iXi � Xi for i = 1; . . . ; n , then by independence of X1; . . . ; Xn; "1; . . . ; "n
we have

Pn
i=1Xi"i � N(0; An�=2) and thus:

1

C0An
�
� nX

i=1

Xi"i

�2
=
� 1

C
p
An

�
nX
i=1

Xi"i

�2
� Y 2

where Y � N(0;
�

2C0
) . Hence we get:

E [ exp
� 1

C0An
� Tn

�
] � E [ exp (Y 2) ] =

=
1

�
p
2�

Z 1

�1
exp

�
x2 � x2

2�2

�
dx =

=
1

�
p
2�

Z 1

�1
exp

h �
1� 1

2�2
� � x2 i

dx
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where �2 =
�

2C0
. Since

R1
�1 e�ax

2

dx =
p

�
a for a > 0 , then we may conclude:

Z


exp

� 1

C0An
� Tn

�
dP � 1

�
p
2�

�
s

�
1
2�2 � 1

=
1q

1� �
C0

= 2

provided that
�
1� 1

2�2
�
< 0 , or in other words that C2 = C0 > � . Thus (2) is satisfied and

proof 3 is complete.

Proof 4. The idea of the fourth proof is very simple. Namely, we shall expand the integrand

in (2) into Taylor’s series and then we shall apply the classical Khintchine inequalities (2.11) with

(2.17). Thus there is a good reason to believe that the given result will be very deep, see [4].

Indeed, we shall see in corollary 4 below that the soon given constant C =
p

8=3 = 1:63 . . . is

really the best possible. Let us say that during author’s computations on the subject, this fact was

conjectured by J. Hoffmann-Jørgensen. So, we shall show that (2), and thus (1) also, holds with

C =
p

8=3 . Let us consider the left side in (2). Then we have:Z


exp

� 1

C2An
� Tn

�
dP = E [ exp

� 1

C2An
� (Sn)

2
�

] =

=
1X
k=0

1

k!
� 1

(C2An)k
� E (Sn)

2k

By the classical Kahane-Khintchine inequalities (2.11) with (2.17) we find:

E j
nX

i=1

ai"i j2k � K(2k; 2) �
� nX

i=1

jaij2
�k

where K(2k; 2) =
2k � �(k + 1

2)p
�

for k = 1; 2; . . . . Since �(12) =
p
� , then we have:

(6)

Z


exp

� 1

C2An
� Tn

�
dP �

1X
k=0

1

k!
� 1

(C2An)k
� 2

k � �(k + 1
2)p

�
� (An)

k =

=
1p
�

1X
k=0

1

k!
�
� 2

C2

�k
� �(k +

1

2
)

Now one can easily check that �(k +
1

2
) =

(2k � 1)!! � p�
2k

for k � 1 , where (2k � 1)!! =

(2k � 1) � (2k � 3) � . . . � 3 � 1 . Since evidently j 2=C2j < 1 , thus we may conclude:

(7)

Z


exp

� 1

C2An
� Tn

�
dP �

1X
k=0

(2k � 1)!!

2k � k! �
� 2

C2

�k
=

=
�

1� 2

C2

��1=2
= 2

10



Thus (2) is satisfied and proof 4 is complete.

In order to prove that C =
p

8=3 is the best possible constant in inequality (1) in theorem 1, we

shall first turn out the next two auxiliary results which are also of interest in themselves.

Lemma 2. Let f Xi j i � 1 g be a sequence of independent identically distributed random

variables such that E (X1)
2 < 1 , and let Zn = 1

�
p
n
(Sn � ESn) , where Sn =

Pn
i=1Xi and

�2 = VarX1 , for n � 1 . Suppose that fZn j n � 1 g is a symmetric standard subnormal

sequence, that is, Zn is symmetric and we have LZn(t) � et
2=2 for all t 2 R and all n � 1 .

Then for every C >
p
2 , the sequence�

exp [
� Zn

C

�2
] j n � 1

	
is uniformly integrable.

Proof. Let C >
p
2 be given, then it is enough to show that for some p > 1 we have:

sup
n�1

E [ exp
� Zn

C

�2
]p < 1

Thus let us denote I(p) = supn�1 E [ exp
�
Zn=C

�2
]p . Then by the real representation of the

P -integral we have:

I(p) = sup
n�1

E f exp [ p �
�Zn
C

�2
] g =

= sup
n�1

Z 1
0

Pf exp [ p �
�Zn
C

�2
] > t g dt =

= 1 + sup
n�1

Z 1
1

Pf j Zn j > Cp
p
�
p

log t g dt

Since by our assumption f Zn j n � 1 g is a symmetric standard subnormal sequence, then by

the estimate established in proof 2 of theorem 1 we have:

I(p) � 1 + 2

Z 1
1

exp
�
� 1

2
� C

2

p
� log t

�
dt =

= 1 + 2

Z 1
1

1

tC
2=2p

dt

Thus I(p) < 1 , if C2=2p > 1 . Since by our assumption C2=2 > 1 , then we see that there

exists p 2 ] 1 ; C2=2 [ for which I(p) < 1 , and this fact completes the proof.

Proposition 3. Let f Xi j i � 1 g be a sequence of independent identically distributed

11



random variables defined on a probability space ( 
;F ; P ) such that E (X1)
2 <1 , let

Zn = 1
�
p
n
(Sn � ESn) ; where Sn =

Pn
i=1Xi and �2 = VarX1 for n � 1 , let N � N(0; 1)

be a standard normal random variable, and let k � k denote the gauge norm on (
;F ; P ) . If

f Zn j n� 1 g is a symmetric standard subnormal sequence, then

(1) k Zn k �! k N k 
as n ! 1 , where k N k =

p
8=3 .

Proof. Let us put �n = k Zn k for n � 1 , and C = k N k . Then one can easily

compute that C =
p
8=3 . In order to prove (1) we shall first prove:

(2) C � lim sup
n!1

�n

Indeed suppose C < lim supn!1 �n . Thus C + " < �nk for some n1 < n2 < . . . and some

" > 0 . Since C >
p
2 , then by lemma 2 the sequence f exp [

�
Zn
C+"

�2
] j n � 1 g is

uniformly integrable, and therefore by the central limit theorem and the definition of the gauge

norm k � k we get:

2 =

Z


exp [

� N

C

�2
] dP >

Z


exp [

� N

C + "

�2
] dP =

= lim
n!1

Z


exp [

� Zn
C + "

�2
] dP =

= lim
k!1

Z


exp [

� Znk
C + "

�2
] dP � 2

Thus C < lim supn!1 �n leads to a contradiction, and hence (2) is proved. Second we show:

(3) C � lim inf
n!1 �n

Again suppose C > lim infn!1 �n . Thus C � " > �nk for some n1 < n2 < . . . and some

" > 0 with C � " >
p
2 . Hence by lemma 2, the central limit theorem, and the definition of

the gauge norm k � k we get:

2 � lim inf
k!1

Z


exp [

� Znk
�nk

�2
] dP �

� lim inf
k!1

Z


exp [

� Znk
C � "

�2
] dP =

= lim
n!1

Z


exp [

� Zn
C � "

�2
] dP =

=

Z


exp [

� N

C � "

�2
] dP > 2
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Thus C > lim infn!1 �n leads to a contradiction, and consequently (3) is proved. But then (2)

and (3) evidently complete the proof.

Corollary 4. The best possible numerical constant C in inequality (1) in theorem 1 is equal

to
p

8=3 .

Proof. We have shown in proof 4 of theorem 1 that inequality (1) in theorem 1 is satisfied

with
p

8=3 . Thus the best possible constant in inequality (1) in theorem 1, say D , is less thanp
8=3 . To prove D =

p
8=3 , let us take a1 = . . . = an = 1=

p
n for n � 1 . Then (1) in

theorem 1 gets the following form:

(1)


 1p

n

nX
i=1

"i



 
� D

being valid for all n � 1 . And in order to apply proposition 3 we should know that

f (1=
p
n)
Pn

i=1 "i j n � 1 g is a symmetric standard subnormal sequence. But let us note

that this fact is established in proof 1 of theorem 1, see its relation (4). Thus letting n ! 1 in

(1), by proposition 3 we get
p

8=3 � D , and hence we may conclude that the best possible

constant D is indeed equal to
p

8=3 . This fact completes the proof.

Problem 5. In order to set up a natural question related to the result in proposition 3, let us

recall some basic facts from [5] which are in the background of our section on Orlicz functionals,

norms and spaces. Let L denote the set of all increasing left continuous functions ' from [0;1[
into [0;1[ with '(0) = limt!0+ '(t) = 0 ; and let R denote the set of all decreasing right

continuous functions R from [0;1[ into [0;1] . Let Q denote the set of all functions q from

R into [0;1] such that q(0) = 0 and q(R) � supn�1 q(Rn) whenever R � lim infn!1Rn
for R;R1; R2 . . . 2 R . Recall that q 2 Q is said to be:

(i) subadditive, if q(R) � q(R1)+ q(R2) whenever R;R1; R2 2 R and R � R1�R2 ,

i.e. 8'; ; � 2 L with '  � � , which means '(x+ y) �  (x)+ �(y) 8x; y � 0 ;
we have:Z 1

0
R(x) '(dx) �

Z 1
0

R1(x)  (dx) +

Z 1
0

R2(x) �(dx)

(ii) strongly subadditive, if q(R) � q(R1) + q(R2) whenever R;R1; R2 2 R and

R R1 � R2 , i.e. R(x + y) � R1(x) + R2(y) 8x; y � 0

(iii) weakly subadditive, if q(R) � q(R1) + q(R2) whenever R;R1; R2 2 R and

R � R1 + R2 , i.e. R(x) � R1(x) + R2(x) 8x � 0

(iv) homogeneous, if q(R(�)) = 1
� � q(R) for all � > 0 , whenever R 2 R

(v) non-degenerate, if q(R) = 0 implies R = 0

(vi) moderated, if q(R(�)) = 1
� � q(R) for all 0 < � � 1 , whenever R 2 R

Recall that R(�)(t) = R(�t) for t � 0 , whenever R 2 R . And a natural question related to

13



the result in proposition 3, see also proposition 4.3 and (2) in theorem 5.1 below, may be stated

as follows: What are ( necessary and ) sufficient conditions for Rn(t) ! R(t) (8t 2 S) to imply

q(Rn) ! q(R) , where R;R1; R2 . . . 2 R ; q 2 Q and S � [0;1[ is a given subset ? Since

condition (i) plays an important role in cases when function norms and function spaces are induced

by a measure space, see [5] (p.8), from that point of view, it is not a big restriction to assume that

q in our question satisfies that condition also. Let us say that the answer to that generally stated

problem will have interesting consequences related to Orlicz spaces, as well as Laurent spaces, and

for more informations in that direction we refer the reader to [5].

Using the classical symmetrization technique we shall now extend the result from theorem 1 in an

appropriate way to a more general case. First we shall look at the sign-symmetric case in the next

theorem, and then we shall pass to the general case in theorem 8 below.

Theorem 6. Let f Xi j i � 1 g be a sequence of independent a:s: bounded symmetric real

valued random variables defined on a probability space (
;F ; P ) , let k � k denote the gauge

norm, and let k � k1 denote the usual sup-norm on (
;F ; P ) . Then for every n � 1 the

following inequality is satisfied:

(1)


 nX

i=1

Xi




 
�
p

8=3 �
� nX

i=1

k Xi k21
�1=2

Moreover, the numerical constant
p

8=3 is the best possible in (1).

Proof. Given n � 1 , we denote X = (X1; . . . ; Xn) , and let "1; . . . ; "n be a Bernoulli

sequence such that " = ("1; . . . ; "n) is independent of X = (X1; . . . ; Xn) . It is no restriction

to assume that X and " are defined on the same probability space (
;F ; P ) . Put C0 = 8=3
and let us define a function f from Rn �Rn into R as follows:

f(x1; . . . ; xn; �1; . . . ; �n) = exp

"
1

C0 �
nX

i=1

jxij2
�
� nX

i=1

xi�i

�2 #

for (x1; . . . ; xn; �1; . . . ; �n) 2 Rn � Rn . Since X = (X1; . . . ; Xn) and ("1; . . . ; "n) are

independent, then by Fubini’s theorem we may conclude:

E
n
exp

"
1

C0 �
nX

i=1

jXij2
�
� nX

i=1

Xi"i
�2 # o

= E g(X)

where

g(x) = E f(x; ") = E
n
exp

"
1

C0 �
nX

i=1

jxij2
�
� nX

i=1

xi"i

�2 # o

for x = (x1; . . . ; xn) 2 Rn . By proof 4 of theorem 1 one directly finds that g(x) � 2 for all
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x 2 Rn , and thus we may obtain Eg(X) � 2 . Since by our assumptions X = (X1; . . . ; Xn) is

sign-symmetric, then by the inequality just established we may conclude:

(2) E
n
exp

"
1

C0 �
nX
i=1

jXij2
�
� nX

i=1

Xi

�2 # o
=

= E
n
exp

"
1

C0 �
nX
i=1

jXij2
�
� nX

i=1

Xi"i

�2 # o
� 2

But then we have:

E
n
exp

"
1

C0 �
nX
i=1

k Xi k21
�
� nX

i=1

Xi

�2 # o
�

� E
n
exp

"
1

C0 �
nX
i=1

jXij2
�
� nX

i=1

Xi

�2 # o
� 2

Thus we may conclude:

 nX
i=1

Xi




 
�
p
C0 �

� nX
i=1

k Xi k21
�1=2

and the proof of (1) is complete. The last statement follows directly by corollary 4. These facts

complete the proof.

Remark 7. Note that (2) in the proof of theorem 6 states: If X1; . . . ; Xn are independent

symmetric real valued random variables, then the following inequality is satisfied:


 1� nX
i=1

jXij2
�1=2 �

nX
i=1

Xi





 
�
p

8=3

Moreover, the numerical constant
p

8=3 is the best possible ( the smallest ) with that property.

Theorem 8. Let f Xi j i � 1 g be a sequence of independent a:s: bounded real valued

random variables defined on a probability space (
;F ; P ) , let k � k denote the gauge norm,

and let k � k1 denote the usual sup-norm on (
;F ; P ) . Then for every n � 1 the following

inequality is satisfied:

(1)


 nX

i=1

(Xi � EXi)



 

�
p

32=3 �
� nX

i=1

k Xi � EXi k21
�1=2
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Proof. Given n � 1 , we denote X = (X1; . . . ; Xn) , and let Y = (Y1; . . . ; Yn) be a random

vector such that X and Y are independent and identically distributed. It is no restriction to

assume that X and Y are defined on the same probability space (
;F ; P ) , as well as that

EXi = 0 for i = 1; . . . ; n . Put Sn =
Pn

i=1Xi and Tn =
Pn

i=1 Yi , then we have:

(2) k Sn k � k Sn � Tn k 
For this it is enough to show that

E
n
exp

h � Sn
C(n)

�2 i o
� 2

where C(n) = k Sn � Tn k . Thus define:

f(s; t) = exp
h � s� t

C(n)

�2 i
for s; t 2 R . Then evidently t 7! f(s; t) is a convex function on R , for all s 2 R , and

moreover by our assumptions we have Tn 2 L1(P ) with ETn = 0 . Therefore by Fubini’s

theorem and Jensen’s inequality we may easily obtain:

Ef(Sn; ETn) � Ef(Sn; Tn)

Since ETn = 0 , then by the definition of the Orlicz norm k � k we get:

E
�
exp

h � Sn
C(n)

�2 i 	
= Ef(Sn; ETn) � Ef(Sn; Tn) =

= E
�
exp

h � Sn � Tn
C(n)

�2 i 	 � 2

Thus (2) is proved. Now since X = (X1; . . . ; Xn) and Y = (Y1; . . . ; Yn) are independent

and identically distributed, and X1; . . . ; Xn are independent, then obviously X � Y = (X1 �
Y1; . . . ; Xn � Yn) is sign-symmetric, and thus by (2) and theorem 6 we may conclude:

k Sn k � k Sn � Tn k =


 nX

i=1

(Xi � Yi)



 
�

�
p
8=3 �

� nX
i=1

k Xi � Yi k21
�1=2

�

�
p
8=3 �

h nX
i=1

2 � � k Xi k21 + k Yi k21
� i1=2

=

=
p
32=3 �

� nX
i=1

k Xi k21
�1=2

Thus (1) is showed and the proof is complete.
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Corollary 9. Let f Xi j i � 1 g be a sequence of independent a:s: bounded real valued

random variables defined on a probability space (
;F ; P ) , let k � k denote the gauge norm, and

let k � k1 denote the usual sup-norm on (
;F ; P ) : Then for every � > 0 and all n � 1 we have:

(1)


 nX

i=1

(Xi � EXi)



 
� Cn(�) �

� nX
i=1

k Xi � EXi k�1
�1=�

where Cn(�) is given by:

Cn(�) =

8<:
p
32=3 ; if 0 < � � 2p

32=3 � n 1
2
� 1
� ; if 2 < � <1 :

Moreover, if X1; X2; . . . are symmetric, then for every � > 0 and all n � 1 we have:

(2)


 nX

i=1

Xi




 
� Dn(�) �

� nX
i=1

k Xi k�1
�1=�

where Dn(�) is given by:

Dn(�) =

8<:
p

8=3 ; if 0 < � � 2p
8=3 � n 1

2
� 1
� ; if 2 < � <1 :

Proof. Inequality (1) follows by theorem 8, (2.20) and (2.21), and inequality (2) follows by

theorem 6, (2.20) and (2.21).

4. Basic results on the Orlicz space LT (P )

Recall that the gauge norm k � k from the previous section is the norm k � k� induced by

the Orlicz functional � , as defined in section 2, where  (x) = ex
2�1 for x 2 R . Consequently,

one can be interested to find out inequalities involving the norms k � kT and k � k� which

correspond to the inequalities presented in corollary 3.9 and remark 3.7. Note that the inequality

in (2.4) can be used for this purpose as well as the inequalities in (2.3) and (2.5) for related ones,

but we shall try to prove it directly using the facts obtained in previous approaches. The starting

point should obviously be the inequality presented in theorem 3.1 for which we have turned out

four basically different proofs, or in other words four different techniques. However, note that the

Orlicz norm k � kT is not necessarily homogeneous, but one can easily check that we have:

(1) k c �X kT � j c j � k X kT , for all j c j � 1

(2) k c �X kT � j c j � k X kT , for all j c j � 1

where X is a given random variable, see also (2.1). And according to the result in corollary 3.4

we may conclude that the fourth approach in the proof of theorem 1 gives the best estimate for the

left side under consideration, so it is reasonable to apply that technique in order to get as optimal
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result as possible. And this is really done in the proof of the next theorem.

Theorem 1. Let f "i j i � 1 g be a Bernoulli sequence defined on a probability space

(
;F ; P ) , and let k � kT denote the Orlicz norm on (
;F ; P ) as defined in section 2. Then

the following inequality is satisfied:

(1)



 1� nX

i=1

jaij2
�1=2 �

nX
i=1

ai"i





T 

� C

for all a1; . . . an 2 R and all n � 1 , where the numerical constant C is given by:

(2) C =
1

2
�
� s 2p



� 
 + 7 +

p

 � 1

�
, with


 =
7

3
� 2 �

�
3

s
29

54
�
r

31

108
+

3

s
29

54
+

r
31

108

�
Moreover, that numerical constant is the best possible in (1).

Proof. Given a1; . . . ; an 2 R for some n � 1 , we denote as before Sn =
Pn

i=1 ai"i ,

Tn = (Sn)
2 and An =

Pn
i=1 jaij2 . Then by the definition of the Orlicz norm k � kT , it is

enough to show the following inequality:

(3)

Z


exp

� 1

C2An
� Tn

�
dP � 1 + C

For this note that by (7) in proof 4 of theorem 3.1 we have:

(4)

Z


exp

� 1

x2An
� Tn

�
dP �

�
1� 2

x2

��1=2
for all x >

p
2 . Put �(x) = ( 1� 2=x2 )�1=2 and �(x) = 1 + x for x >

p
2 . Then one can

easily check that � > � on ]
p
2 ; C [ , � < � on ] C ; 1 [ and �(C) = �(C) . Moreover,

given C satisfies the following equation: C4+2C3�2C2�4C�2 = 0 . Thus by using Ferrari’s

formulas, see [26], it is a matter of routine to check that C is given by (2) above. Hence (3)

follows by (4) and the proof of (1) is complete. To prove that the given numerical constant C is

the best possible in (1), we shall follow the idea presented in the proof of corollary 3.4. So, let

D denote the best possible numerical constant in (1). If we take a1 = . . . = an = 1=
p
n for

n � 1 ; then (1) gets the following form:

(5)


 1p

n

nX
i=1

"i



T 
� D

Now one needs a result similar to that presented in proposition 3.3 but with k � kT instead of

k � k . And this fact will be established in proposition 3 below, so letting n ! 1 in (5), by
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proposition 3 below we may conclude that C � D . Since the inequality D � C follows by

(1), this fact completes the proof.

Remark 2. We have seen in the proof of theorem 1 that the numerical constant C given by

(2) in theorem 1 is a unique solution of the equation: x4+2x3� 2x2� 4x� 2 = 0 for x >
p
2 .

By the well-known criterion for rational solutions for algebraic equations with rational coefficients,

see [26], each rational solution of the above equation belongs to the set f �1;�2 g . And one

can easily check that �1 , as well as �2 , does not satisfy the above equation, and thus we may

conclude that the above equation has no rational solutions at all. Therefore the numerical constant

C given by (2) in theorem 1 is not a rational number. But one can easily check that we have:

C = 1:538615763 . . . ; as well as that the following rational approximations are valid:

(1) 60
39 < C < 77

50 and
q

71
30 < C <

q
19
8

where 77=50� C = 0:0013 . . . , and
p
19=8� C = 0:0024 . . . . Thus inequality (1) in theorem

1 is satisfied with C = 77=50 , as well as with C =
p
19=8 . Note that

p
19=8 <

p
8=3 ,

see corollary 3.4.

Proposition 3. Let f Xi j i � 1 g be a sequence of independent identically distributed

random variables defined on a probability space ( 
;F ; P ) such that E (X1)
2 < 1 , let

Zn = 1
�
p
n
(Sn � ESn) ; where Sn =

Pn
i=1Xi and �2 = VarX1 for n � 1 , let N � N(0; 1)

be a standard normal random variable, and let k � kT denote the Orlicz norm on (
;F ; P ) as

defined in section 2. If f Zn j n � 1 g is a symmetric standard subnormal sequence, then

(1) k Zn kT �! k N kT 

as n!1 , where k N kT is equal to the numerical constant C given by (2) in theorem 1.

Proof. Let us put �n = k Zn kT for n � 1 , and C = k N kT . Then by the definition of

the Orlicz norm k � kT one can easily check that C >
p
2 and C4+2C3� 2C2� 4C� 2 = 0 :

Thus by the proof of theorem 1 we see that C is given by (2) in theorem 1. And in order to

prove that �n ! C as n ! 1 , one can repeat the proof of (2) and (3) presented in the proof

of proposition 3.3, where the numerical constant 2 should be replaced by the numerical constant

1 + C on the right places. These facts easily complete the proof.

Theorem 4. Let f Xi j i � 1 g be a sequence of independent symmetric real valued random

variables defined on a probability space (
;F ; P ) , and let k � kT denote the Orlicz norm on

(
;F ; P ) as defined in section 2. Then for every n � 1 the following inequality is satisfied:

(1)



 1� nX

i=1

jXij2
�1=2 �

nX
i=1

Xi





T 

� C
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where C is the numerical constant given by (2) in theorem 1. Moreover, that numerical constant

is the best possible in (1).

Proof. The proof of (1) is completely the same as the proof of (2) in theorem 3.6, where the

numerical constant 2 should be replaced by the numerical constant 1+C on the right places, with

C0 = C2 , and one should use theorem 1 instead of proof 4 of theorem 3.1 to obtain the desired

inequality. Also note that the last statement follows directly by the last statement in theorem 1.

These facts easily complete the proof.

We shall continue our considerations by searching for an analogous inequality to that presented

in theorem 3.1 where the gauge norm k � k should be replaced by the Orlicz norm k � kT as

defined in section 2. For this, let us consider a Bernoulli sequence f "i j i � 1 g which is defined

on a probability space (
;F ; P ) . Despite the fact that the Orlicz norm k � kT on (
;F ; P )
is not homogeneous, according to (4.2) and inequality (1) in theorem 1, we may conclude that the

following inequality is satisfied:

(3)


 nX

i=1

ai"i



T 

� C �
� nX
i=1

jaij2
�1=2

for all a1; . . . ; an 2 R and all n � 1 for which
Pn

i=1 jaij2 � 1 , where C is the numerical

constant given by (2) in theorem 1. And one can ask is this inequality true in general, or in other

words, does (3) hold for all a1; . . . ; an 2 R and all n � 1 ? We shall now show that the answer

to this question is negative. For this, suppose that (3) is satisfied for all a1; . . . ; an 2 R and all

n � 1 . Then taking a1 = . . . = an = 1=n for n � 1 , we get:



 1

n

nX
i=1

"i



T 

� C � 1p
n

for all n � 1 . Hence by the definition of the Orlicz norm k � kT we may conclude:Z


exp

� 1

C
p
n

nX
i=1

"i

�2
dP � 1 + C � 1p

n

for all n � 1 . Letting n!1 , by lemma 3.2 and the central limit theorem we easily obtain:Z


exp

� 1

C
N
�2

dP = lim
n!1

Z


exp

� 1

C
p
n

nX
i=1

"i

�2
dP = 1

where N � N(0; 1) is a standard normal random variable. Since this inequality obviously does

not hold for any real number C , thus (3) does not hold in that case. By the way, let us note

that using the fact established in lemma 3.2 together with the classical Hartman-Wintner law of

iterated logarithm one can easily conclude:

lim
n!1

Z


exp

� 1

C � np
nX

i=1

"i

�2
dP = 1
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for any p > 1=2 and any C > 0 . However, note that by the general inequality given in (2.4)

and theorem 3.1 we get:



 nX
i=1

ai"i



T 

�
h p

8=3 �
� nX

i=1

jaij2
�1=2 i

_
h p

8=3 �
� nX

i=1

jaij2
�1=2 i1=2

for all a1; . . . ; an 2 R and all n � 1 . Hence we can deduce the following inequality with

a unique constant:

(4)


 nX

i=1

ai"i



T 

�
p

8=3 �
h � nX

i=1

jaij2
�1=2

_
� nX

i=1

jaij2
�1=4 i

for all a1; . . . ; an 2 R and all n � 1 . In particular, we have:

(5)


 nX

i=1

ai"i



T 

�
p

8=3 �
� nX

i=1

jaij2
�1=4

for all a1; . . . ; an 2 R and n � 1 for which
Pn

i=1 jaij2 � 1 . Now one can ask, first of all,

is the numerical constant
p

8=3 the best possible in (4) ? In other words we may ask, is it the

best possible in (5), since by (3) we know that this is not true for
Pn

i=1 jaij2 � 1 ? In order

to get some preliminary informations in this direction, let D denote the best possible numerical

constant in (5), that is, let (5) be satisfied for all a1; . . . ; an 2 R and all n � 1 for whichPn
i=1 jaij2 � 1 ; if we replace

p
8=3 by D , and let D be the smallest number with that

property. Putting a1 = . . . = an = 1=
p
n for all n � 1 , by proposition 3 and (5) we may

easily conclude that C � D ; where C denotes the numerical constant given by (2) in theorem

1. Thus C � D � p
8=3 ; and in the next lemma we show that the first inequality is actually

equality. These facts answer our first question.

Lemma 5. The best possible numerical constant in inequality (4) above is equal to C given

by (2) in theorem 1.

Proof. Given a1; . . . ; an 2 R for some n � 1 , we denote Sn =
Pn

i=1 ai"i , Tn = (Sn)
2

and An =
Pn

i=1 jaij2 . According to (3) and conclusions which precede lemma 5, the only fact

which remains to prove is inequality (5) with the numerical constant C given by (2) in theorem

1, instead of
p
8=3 . For this we follow proof 4 of theorem 3.1, and using the same arguments

as for relations (6) and (7) there, we may obtain:

(1)

Z


exp

� 1

C2
p
An

� Tn
�
dP �

1X
k=0

1

k!
� 1

( C2
p
An )k

� 2
k � �(k + 1

2)p
�

� (An)
k =

=
1p
�

1X
k=0

1

k!
�
� 2 � pAn

C2

�k
� �(k + 1

2
) =

=
1X
k=0

(2k � 1)!!

2k � k! �
� 2 � pAn

C2

�k
=
�
1� 2 � pAn

C2

��1=2
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since evidently by our assumptions j 2pAn = C2 j < 1 , where C is the numerical constant

given by (2) in theorem 1. Now one can easily check that:

2 � x3 +
4

C
� x2 +

� 2

C2
� C2

�
� x � 2C � 0

for all 0 � x � 1 , and thus the following inequality is satisfied:

(2)
�
1� 2

C2
x
��1=2

� 1 + C � px

for all 0 � x � 1 . And by (1) and (2) we get:Z



exp
� 1

C2
p
An

� Tn

�
dP � 1 + C � 4

p
An

Hence by the definition of the Orlicz norm k � kT we may conclude that k Sn kT � C � 4
p
An ,

and this fact completes the proof.

Note that a main reason for exponent 1=4 appears in inequalities (4) and (5) above is coming from

the general inequality given in (2.4). And one can ask is this exponent indeed the best possible in

that case? In order to answer this question, let f "i j i � 1 g be a Bernoulli sequence defined on

a probability space (
;F ; P ) , and let k � kT denote the Orlicz norm on (
;F ; P ) as defined

in section 2. Given a1; . . . ; an 2 R for some n � 1 , we denote Sn =
Pn

i=1 ai"i , Tn = (Sn)
2

and An =
Pn

i=1 jaij2 . Suppose that An � 1 , let p > 1 be a given number, and let q be

the conjugate exponent of p , that is: 1 = 1=p + 1=q . Then the same argument as in (1) in the

proof of lemma 5, yields the following estimate:

(6)

Z


exp

� 1

C2 (An)1=p
� Tn

�
dP �

�
1X
k=0

1

k!
� 1

(C2 (An)1=p)k
� 2

k � �(k + 1
2)p

�
� (An)

k =

=
1p
�

1X
k=0

1

k!
�
� 2 (An)

1=q

C2

�k
� �(k +

1

2
) =

=
1X
k=0

(2k � 1)!!

2k � k! �
� 2 (An)

1=q

C2

�k
=
�
1� 2 (An)

1=q

C2

��1=2
since evidently j 2 (An)

1=q = C2 j < 1 , where C is the numerical constant given by (2) in

theorem 1. Let us now define:

q� = sup
�

q � 2 j
�
1� 2

C2
x1=q

��1=2
� 1 + C � x1=2�1=2q ; 8x 2 [0; 1]

	
Recall that by the definition of C , see the proof of theorem 1, we have:
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�
1� 2

C2

��1=2
= 1 + C

Thus the inequality in definition of q� is always satisfied for x = 1 , as well as for x = 0 . Let

p� be the conjugate exponent of q� , that is: 1=p� + 1=q� = 1 . Then we evidently have:�
1� 2

C2
x1=q

� ��1=2 � 1 + C � x1=2�1=2q� = 1 + C � x1=2p�

for all 0 � x � 1 , and thus by (6) we may obtain:Z


exp

� 1

C2 (An)1=p
� � Tn

�
dP � 1 + C � (An)

1=2p�

By the definition of the Orlicz norm k � kT hence we may conclude:

(7) k Sn kT � C � (An)
1=2p�

Note that by lemma 5 we have p� � 2 , or in other words it is no restriction to assume that

q� � 2 . Moreover, it is easy to check that the inequality in definition of q� , for q = 4 , is

equivalent to the following inequality:

2 � x6 � C2 � x4 +
4

C
� x3 � 2C � x +

2

C2
� 0

for all 0 � x � 1 , which is obviously not satisfied, since the left side takes the value 2=C2 > 0
at x = 0 . Thus q� < 4 , or in other words p� > 4=3 . Consequently, we may conclude:

(8)
2

8
� 1

2p�
<

3

8

And the aim of the next lemma is to establish that q� = 3 , or in other words that 1=2p� = 1=3 .

Lemma 6. The largest number q satisfying the following inequality:

(1)
�
1 � 2

C2
x1=q

��1=2
� 1 + C � x1=2�1=2q

for all 0 � x � 1 , where C is the numerical constant given by (2) in theorem 1, is equal to 3 .

Proof. By (8) above we know that the largest number q satisfying (1), say q� , is strictly

less than 4 . Furthermore, one can easily verify that for q = 3 , inequality (1) is equivalent to

the following easy to check inequality:

2 � x2 +
� 4

C
� C2

�
� x� 2C +

2

C2
� 0

for all 0 � x � 1 . Thus we may deduce that 3 � q� < 4 . Let us therefore take 0 < " < 1 ,
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and let us consider inequality (1) for q = 3 + " . Then one can easily verify that inequality (1)

is equivalent to the following inequality:

2 � x2+" � C2 � x1+" +
4

C
� x1+"=2 � 2C � x"=2 +

2

C2
� 0

for all 0 < x � 1 . But note that for every " > 0 , the left side above takes the value 2=C2 > 0
at x = 0 , and therefore we may conclude that (1) is not satisfied for any q = 3 + " with some

" > 0 . This fact shows that the largest q satisfying inequality (1) is equal exactly to 3 , and

the proof is complete.

Theorem 7. Let f "i j i � 1 g be a Bernoulli sequence defined on a probability space

(
;F ; P ) , and let k � kT denote the Orlicz norm on (
;F ; P ) as defined in section 2. Then

the following inequality is satisfied:

(1)


 nX

i=1

ai"i



T 

� C �
h � nX

i=1

jaij2
�1=2

_
� nX

i=1

jaij2
�1=3 i

for all a1; . . . ; an 2 R and all n � 1 , where C is the numerical constant given by (2) in theorem

1. Moreover, that numerical constant is the best possible in (1).

Proof. Inequality (1) follows directly by (3), (7) and lemma 6, and the last statement follows

straight forward by lemma 5.

Problem 8. Note that the exponent 1=3 in inequality (1) in theorem 7 is optimal in the

framework of our best estimate established in proof 4 of theorem 3.1 which in turn lies on the

best possible constants in classical Khintchine inequalities, see (6) and (7) in proof 4 of theorem

3.1. However, note that we did not prove that it is indeed the best possible, mainly because of

the fact that something "wrong" may happen for "small" An’s for which our basic inequality

employed above, see (6), possibly does not work in the best way. Hence, we can set up a natural

question: What is the best possible exponent which can take the place of 1=3 in inequality (1) in

theorem 7 ? Note that by results established above this number is greater or equal to 1=3 , and

strictly less than 1=2 .

As usual, by using the classical symmetrization technique, we shall extend the result of theorem

7 to more general cases in the next two theorems.

Theorem 9. Let f Xi j i � 1 g be a sequence of independent a:s: bounded symmetric real

valued random variables defined on a probability space (
;F ; P ) , let k � kT denote the Orlicz

norm as defined in section 2, and let k � k1 denote the usual sup-norm on (
;F ; P ) . Then for

every n � 1 the following inequality is satisfied:

(1)


 nX

i=1

Xi




T 

� C �
h � nX

i=1

k Xi k21
�1=2

_
� nX

i=1

k Xi k21
�1=3 i

where C is the numerical constant given by (2) in theorem 1. Moreover, that numerical constant
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is the best possible in (1).

Proof. The proof of (1) is completely the same as the proof of (1) in theorem 3.6, where the

numerical constant 2 should be replaced by 1 + C � � �Pn
i=1 jxij2

�1=2 _ �Pn
i=1 jxij2

�1=3 �
;

and then by 1 + C � � �Pn
i=1 k Xi k21

�1=2 _ �Pn
i=1 k Xi k21

�1=3 �
on the right places,

as well as expressions
Pn

i=1 jxij2 and
Pn

i=1 jXij2 by
�Pn

i=1 jxij2
� _ �Pn

i=1 jxij2
�2=3

and�Pn
i=1 jXij2

� _ �Pn
i=1 jXij2

�2=3
, and where theorem 7 should be used instead of theorem 3.1

on the right places. Also note that the last statement follows directly by the last statement given

in theorem 7. These facts easily complete the proof.

Theorem 10. Let f Xi j i � 1 g be a sequence of independent a:s: bounded real valued

random variables defined on a probability space (
;F ; P ) , let k � kT denote the Orlicz norm

as defined in section 2, and let k � k1 denote the usual sup-norm on (
;F ; P ) . Then for every

n � 1 the following inequality is satisfied:

(1)


 nX

i=1

(Xi � EXi)



T 

� 2 C �
h � nX

i=1

k Xi � EXi k21
�1=2

_

_
� nX

i=1

k Xi � EXi k21
�1=3 i

where C is the numerical constant given by (2) in theorem 1.

Proof. The proof of (1) is completely the same to the proof of (1) in theorem 3.8, where the

numerical constant 2 should be replaced by the numerical constant 1 + C(n) = 1 + k Sn�Tn kT 
on the right places. In this way we may conclude:

k Sn kT � k Sn � Tn kT 
for all n � 1 , and in the rest one should use theorem 9 instead of theorem 3.6 to deduce the final

conclusion. These facts easily complete the proof.

Corollary 11. Let f Xi j i � 1 g be a sequence of independent a:s: bounded real valued

random variables defined on a probability space (
;F ; P ) , let k � kT denote the Orlicz norm on

(
;F ; P ) as defined in section 2, let k � k1 denote the usual sup-norm on (
;F ; P ) , and let C
be the numerical constant given by (2) in theorem 1. Then for every � > 0 and all n � 1 we have:

(1)


 nX

i=1

(Xi � EXi)



T 

� Cn(�) �
h � nX

i=1

k Xi � EXi k�1
�1=�

_

_
� nX

i=1

k Xi � EXi k�1
�2=3� i

where Cn(�) is given by:
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Cn(�) =

8<:
2C ; if 0 < � � 2

2C � n 1
2
� 1
� ; if 2 < � <1 :

Moreover, if X1; X2; . . . are symmetric, then for every � > 0 and all n � 1 we have:

(2)


 nX

i=1

Xi




T 
� Dn(�) �

h � nX
i=1

k Xi k�1
�1=�

_
� nX

i=1

k Xi k�1
�2=3� i

where Dn(�) is given by:

Dn(�) =

8<:
C ; if 0 < � � 2

C � n 1
2
� 1
� ; if 2 < � <1 :

.

Proof. Inequality (1) follows by theorem 10, (2.20) and (2.21), and inequality (2) follows by

theorem 9, (2.20) and (2.21).

5. Basic results on the Orlicz space L� (P )

The considerations in this section are devoted to the study of the questions presented in the last

two sections, but now for the Orlicz norm k � k� as defined in section 2, where  (x) = ex
2 � 1

for x 2 R . Similarly to the previous approach we shall essentially use the estimate established in

proof 4 of theorem 3.1. The first result in this direction may be stated as follows:

Theorem 1. Let f "i j i � 1 g be a Bernoulli sequence defined on a probability space

(
;F ; P ) , and let k � k� denote the Orlicz norm on (
;F ; P ) as defined in section 2. Then

for every C >
p
2 the following inequality is satisfied:

(1)



 1

C �
� nX

i=1

jaij2
�1=2 �

nX
i=1

ai"i





� 

� Cp
C2 � 2

� 1

for all a1; . . . ; an 2 R and all n � 1 . Moreover, the estimate given by (1) is the best possible

in the sense described in the proof below.

Proof. Given a1; . . . ; an 2 R for some n � 1 , we denote as before Sn =
Pn

i=1 ai"i ; Tn =
(Sn)

2 and An =
Pn

i=1 jaij2 . According to (7) in proof 4 of theorem 3.1 we may conclude:
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C �
� nX

i=1

jaij2
�1=2 �

nX
i=1

ai"i
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=

Z


exp

� 1

C2An
� Tn

�
dP � 1 �

�
1� 2

C2

��1=2
� 1 =
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=
Cp

C2 � 2
� 1

for all n � 1 and all C >
p
2 . Thus (1) is satisfied and the first part of the proof is complete. And

for the last statement, let us take a1 = . . . = an = 1 for n � 1 , then (1) gets the following form:

 1

C
p
n
�

nX
i=1

"i



� 

� Cp
C2 � 2

� 1

for all n � 1 and all C >
p
2 . And we shall now show that:

(2)


 1

C
p
n
�

nX
i=1

"i



� 

�! Cp
C2 � 2

� 1

as n ! 1 , for all C >
p
2 . For this, it is enough to show that for given C >

p
2 , with

Sn =
Pn

i=1 "i , we have:

(3)

Z



exp
h � 1

C
p
n
Sn

�2 i
dP �! Cp

C2 � 2

as n ! 1 . In order to prove (3), by the central limit theorem it is enough to verify that the

sequence f exp
�
(Zn=C)2 ] j n � 1 g is uniformly integrable, where Zn = Sn=

p
n for

n � 1 . And by lemma 3.2 we may notice that this fact is satisfied, if f Zn j n � 1 g is a

symmetric standard subnormal sequence. But this last fact is established in proof 1 of theorem 3.1,

see its relation (4). Thus (3) follows, and therefore (2) is satisfied also. Hence we may conclude

that the estimate given by (1) is indeed the best possible, in the sense that given C >
p
2 and

" > 0 with C � " >
p
2 ; we can find n" � 1 and a1; . . . ; an" 2 R such that the following

two inequalities are satisfied:


 1

(C � ") �
� n"X

i=1

jaij2
�1=2 �

n"X
i=1

ai"i





� 

>
Cp

C2 � 2
� 1




 1

C �
� n"X

i=1

jaij2
�1=2 �

n"X
i=1

ai"i





� 

>
C + "p

(C + ")2 � 2
� 1

Note that the function C 7! C=
p
C2 � 2 is decreasing on ]

p
2;1[. These facts complete the proof.

Theorem 2. Let f Xi j i � 1 g be a sequence of independent symmetric real valued random

variables defined on a probability space (
;F ; P ) , and let k � k� denote the Orlicz norm

on (
;F ; P ) as defined in section 2. Then for every C >
p
2 and all n � 1 the following

inequality is satisfied:

(1)



 1

C �
� nX
i=1

jXij2
�1=2 �

nX
i=1

Xi





� 

� Cp
C2 � 2

� 1
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Moreover, the estimate given by (1) is the best possible in the sense described in the proof of

theorem 1.

Proof. Given n � 1 , we denote X = (X1; . . . ; Xn) , and let "1; . . . ; "n be a Bernoulli

sequence such that " = ("1; . . . ; "n) is independent of X = (X1; . . . ; Xn) . It is no restriction

to assume that X and " are defined on the same probability space (
;F ; P ) . Exactly as in

the proof of theorem 3.6 we may conclude:

E
�
exp

h 1

C2 �
nX

i=1

jXij2
�
� nX

i=1

Xi"i

�2 i 	
= Eg(X;C)

for all C >
p
2 , where the function g is given by:

g(x; C) = E
�
exp

h 1

C2 �
nX

i=1

jxij2
�
� nX

i=1

xi"i

�2 i 	

for x = (x1; . . . ; xn) 2 Rn and C >
p
2 . By (1) in theorem 1 we have:

g(x; C) � Cp
C2 � 2

for all x 2 Rn and all C >
p
2 . Since by our assumptions X = (X1; . . . ; Xn) is sign-

symmetric, then by the inequality above we may conclude:

E
�
exp

h 1

C2 �
nX

i=1

jXij2
�
� nX

i=1

Xi

�2 i 	
=

E
�
exp

h 1
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nX

i=1

jXij2
�
� nX

i=1

Xi"i

�2 i 	 � Cp
C2 � 2

for all C >
p
2 . Hence (1) follows directly, and the first part of the proof is complete. The

last statement follows straight forward by the last statement in theorem 1. These facts complete

the proof.

Remark 3. By (4.6) we may easily deduce the following "dual" estimate which extends the

result of theorem 1:

(1)



 1

C �
� nX

i=1

jaij2
�1=2p �

nX
i=1

ai"i
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�
�

1 � 2

C2
�
� nX
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jaij2
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� 1

for all a1; . . . an 2 R , all n � 1 , and all C > 0 for which
� Pn

i=1 jaij2
�1=2

<
�
C=
p
2
�p=p�1

;
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where p > 1 and 1=p+ 1=q = 1 . Now it is a matter of routine, see the proof of theorem 3.6, to

conclude that the following inequality extends inequality (1) given in theorem 2: If X1; X2; . . .
are independent symmetric a:s: bounded real valued random varibles, then we have:

(2)



 1

C �
� nX

i=1

jXij2
�1=2p �

nX
i=1

Xi
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�
�
1 � 2

C2
�
� nX

i=1

k Xi k21
�1=q ��1=2

� 1

for all C > 0 and all n � 1 for which
� Pn

i=1 k Xi k21
�1=2

<
�
C=

p
2
�p=p�1

, where p > 1
and 1=p + 1=q = 1 . Moreover, putting ai = 1=

p
n for i = 1; . . . ; n in (1), one can easily

establish that the estimates (1) and (2) are the best possible, for C >
p
2 , in the sense described

in the proof of theorem 1. We shall leave the details in this direction to the reader.
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