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Let B = (Bt)t�0 be standard Brownian motion started at zero. Then the

following inequality is shown to be satisfied:

E

�
max
0�t��

jBtjp
�
� �p;q

�
E

Z �

0

jBtjq�1 dt
�p=(q+1)

for all stopping times � for B , all 0 < p < 1 + q , and all q > 0 , with the

best possible value for the constant being equal:

�p;q = (1+�)

�
s�
��

�1=(1+�)

where � = p=(q�p+1) , and s� is the zero point of the (unique) maximal solution

s 7! g�(s) of the differential equation:

g�(s)
�
s��g�(s)

� dg
ds

(s) = K

satisfying 0 < g�(s) < s for all s > s� , where � = q=p � 1 , � = 1=p and

K = p=2 . This solution is also characterized by g�(s)=s! 1 for s!1 . The

equality above is attained at the stopping time:

�� = inf f t > 0 j Xt = g�(St) g
where Xt= jBtjp and St = max 0�r�t jBrjp. In the case p=1 the closed form for

s 7! g�(s) is found. This yields �1;q = (q(q+1)=2)1=(q+1)(�(1+(q+1)=q))q=(q+1)

for all q > 0 . In the case p 6= 1 no closed form for s 7! g�(s) seems to exist. The

inequality above holds also in the case p = q+1 ( Doob’s maximal inequality ). In

this case the equation above (with K = p=2c ) admits g�(s) = �s as the maximal

solution, and the equality is attained only in the limit through the stopping times

�� = ��(c) when c tends to the best value �q+1;q = (q+1)q+2=2qq from above.

The method of proof relies upon the principle of smooth fit of Kolmogorov and the

maximality principle. The results obtained extend to the case when B starts at any

given point, as well as to all non-negative submartingales.

1. Introduction

Let B = (Bt)t�0 be standard Brownian motion started at zero. Then the following comparison

inequalities are known to be valid:

(1.1) Ap E

�Z �

0
jBtjp�2dt

�
� E

�
max
0�t��

jBtjp
�

� Bp E

�Z �

0
jBtjp�2dt

�
for all stopping times � for B , and all p > 1 , where Ap and Bp are some universal constants.
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In this paper we shall address the case 0 < p � 1 when these inequalities fail to hold ( note that

E(
R �
0 jBtj�1dt) =1 whenever B� 6� 0 P -a.s.) More precisely, for 0 < p � 1 + q and q > 0

given and fixed, we shall answer the question on sharpness of the following inequality:

(1.2) E

�
max
0�t��

jBtjp
�
� p;qE

�Z �

0
jBtjq�1dt

�p=q+1

where � is any stopping time for B , and p;q is a universal constant. In our main result below

(Theorem 2.1) we derive (1.2) with the best possible value �p;q for the constant p;q , and we

find the stopping time �� at which the equality in (1.2) is attained ( in the limit for p = 1 + q ).

In order to give a more familiar form to the inequality (1.2), note that by Itô formula and the

optional sampling theorem we have:

(1.3) E

�Z �

0
jBtjq�1dt

�
=

2

q(q+1)
EjB� jq+1

whenever � is a stopping time for B satisfying E(� (q+1)=2) < 1 for q > 0 . Hence

the right-hand inequality in (1.1) is the well-known Doob’s maximal inequality for non-negative

submartingales being applied to jBj = (jBtj)t�0 (see [3]). The advantage of the formulation (1.1)

lies in its validity for all stopping times. It is well-known that in the case p = 1 the analogue of

Doob’s inequality fails. In this case the L logL-inequality of Hardy and Littlewood is the adequate

substitute (see [7] for the best bounds and [11] for a new probabilistic proof which exhibits the

optimal stopping times too). Instead of introducing a log-term as in the Hardy-Littlewood inequality,

in the inequality (1.2) we use Doob’s bound (1.3) on the right-hand side.

While the inequality (1.2) ( with some constant p;q > 0 ) follows easily from (1.1) and (1.3)

by Jensen’s inequality, the question of its sharpness is far from being trivial and has gained some

interest. The case p = 1 was treated independently by Jacka [14] and Gilat [8] both who found

the best possible value �1;q for q > 0 . This in particular yields �1;1 =
p
2 which was obtained

independently earlier by Dubins and Schwarz [5], and later again by Dubins, Shepp and Shiryaev

[6] who studied a more general case of Bessel processes. ( A simple proof for �1;1 =
p
2 is given

in [9] ). In the case p = 1+ q with q > 0 , the inequality (1.2) is Doob’s maximal inequality ( it

follows by (1.3) above ). The best constants in Doob’s maximal inequality and the corresponding

optimal stopping times are well-known (see [16]). That the equality in Doob’s maximal inequality

( for any p > 1 ) cannot be attained by a non-zero (sub)martingale was observed by Cox [2]. The

reader should note that this fact also follows from the method and results below ( the equality in

(1.2) is attained only in the limit when p = 1 + q ).

In this paper we present a proof which gives the best values �p;q in (1.2) and the corresponding

optimal stopping times �� for all 0 < p � 1 + q and all q > 0 . Our method relies upon the

principle of smooth fit of Kolmogorov [6] and the maximality principle [10] (which is the main

novelty in this context). It should be noted that the results extend to the case when Brownian motion

B starts at any given point (Remark 2.2). Finally, due to its extreme properties, it is clear that

the results obtained for reflected Brownian motion jBj extend to all non-negative submartingales.

This can be done by using the maximal embedding result of Jacka [13]. For reader’s convenience

we state this extension and outline the proof (Corollary 2.3).
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2. The results and proofs

In this section we present the main results and proofs. In view of the well-known extreme

properties in such a context we study the case of Brownian motion. The results obtained are then

extended to all non-negative submartingales. The principal result of the paper is contained in the

following theorem. It extends the result of Jacka [14] by a different method.

Theorem 2.1

Let B = (Bt)t�0 be standard Brownian motion started at zero. Then the following inequality

is shown to be satisfied:

(2.1) E

�
max
0�t�� jBtjp

�
� �p;q

�
E

Z �

0
jBtjq�1 dt

�p=(q+1)

for all stopping times � for B , all 0 < p < 1 + q , and all q > 0 , with the best possible value

for the constant �p;q being equal:

(2.2) �p;q = (1+�)

�
s�
��

�1=(1+�)

where � = p=(q�p+1) , and s� is the zero point of the (unique) maximal solution s 7! g�(s)
of the differential equation:

(2.3) g�(s)
�
s��g�(s)

�dg
ds

(s) = K

satisfying 0 < g�(s) < s for all s > s� , where � = q=p � 1 , � = 1=p and K = p=2 . This

solution is also characterized by g�(s)=s ! 1 for s ! 1 .

The equality in (2.1) is attained at the stopping time:

(2.4) �� = inf f t > 0 j Xt = g�(St) g
where Xt = jBtjp and St = max 0�r�t jBrjp .

In the case p = 1 the closed form for s 7! g�(s) is found:

(2.5) s exp

�
� gq�(s)

Kq

�
+

Z g�(s)

0

tq

K
exp

�
� tq

Kq

�
dt = q1=q �

�
(q+1)=q

�
K1=q

for s � s� . This, in particular, yields:

(2.6) �1;q =
�
q(q+1)=2

�1=(q+1)�
�
�
1+(q+1)=q

��q=(q+1)

for all q > 0 . In the case p 6= 1 no closed form for s 7! g�(s) seem to exist.

The inequality (2.1) holds also in the case p = q+1 . In this case the equation (2.3) ( with

K = p=2c ) admits a linear solution g�(s) = �s as the maximal solution satisfying 0 < g�(s) < s
for s > 0 , where � is the maximal root of the equation:

(2.7) �q=(q+1) � � = (q+1)=2c

satisfying 0 < � < 1 . The equality in (2.1) is attained in the limit through the stopping times
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�� = ��(c) of the form (2.4) when c tends to the best value:

(2.8) �q+1;q = (q+1)q+2=2qq

from above.

Proof. 1. Given 0 � x � s and c > 0 , consider the optimal stopping problem:

(2.9) Vc(x; s) = sup
�

Ex;s

�
S��cI�

�
where the supremum is taken over all stopping times � for B , and the maximum process

S = (St)t�0 and the integral process I = (It)t�0 associated with the process X = (Xt)t�0
are respectively given by:

(2.10) St =
�
max
0�r�t

Xr

�
_ s

(2.11) It =

Z t

0
(Xr)

(q�1)=p dr

(2.12) Xt = jBt+x1=p jp

with 0 < p < 1 + q and q > 0 given and fixed. Note that under Px;s := P the process

(X;S) starts at (x; s) .

2. By the scaling property of Brownian motion it is easily verified:

(2.13) Vc(0; 0) = c��V1(0; 0)

where � = p=(q�p+1) . This yields:

(2.14) E(S� ) � inf
c>0

�
cE(�) + c��V1(0; 0)

�
for all stopping times � for B . We shall show below that:

(2.15) V1(0; 0) = s�

where s� is the zero point of the (unique) maximal solution s 7! g�(s) of (2.3) satisfying

0 < g�(s) < s for all s > s� . Then by computing the infimum in (2.14) we get (2.1) with (2.2).

Moreover, we shall see below that the equality in (2.15) is attained at �� from (2.4). Thus by

(2.14) the same holds for (2.1). Finally, we shall prove that:

(2.16) lim
s!1

g�(s)
s

= 1

which leads to the closed form (2.5) when p = 1 . In this case the equation (2.3) admits an

integrating factor ( �(x; y) = exp(�yq=Kq) ), and the unknown constant from the closed form

of its solution is then easily specified by using (2.16). From (2.5) we find the closed expression

(2.6). Thus to complete the proof in the case 0 < p < 1 + q with q > 0 , it is necessary and
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sufficient to prove (2.15) with (2.16).

3. We begin by proving (2.15). For this note that (X;S) is a two-dimensional diffusion

which changes (increases) in the second coordinate only (instantly) after the process (X;S) hits

the diagonal x = s . Thus the infinitesimal operator of (X;S) outside the diagonal equals the

infinitesimal operator of X , which is easily verified on ]0;1[ to be equal:

(2.17) LX =
p(p�1)

2
x1�2=p

@

@x
+
p2

2
x2�2=p

@2

@x2
.

Assuming now that the supremum in (2.9) is attained at the exit time by (X;S) from an open set,

by the general Markov processes theory we know that x 7! Vc(x; s) is to satisfy:

(2.18) (LXVc)(x; s) = cx(q�1)=p

for g�(s) < x < s , where s > 0 is given and fixed, while s 7! g�(s) is the optimal stopping

boundary to be found. The following boundary conditions seem evident:

(2.19) Vc(x; s)
���
x=g�(s)+

= s ( instantaneous stopping )

(2.20)
@Vc
@x

(x; s)
���
x=g�(s)+

= 0 ( smooth fit )

(2.21)
@Vc
@s

(x; s)
���
x=s�

= 0 ( normal reflection ) .

Note that (2.18)-(2.21) is a Stephan problem with moving (free) boundary. The condition (2.20) is

the principle of smooth fit of Kolmogorov (see [6]).

The equation (2.18) is of Cauchy type. Its general solution is given by:

(2.22) Vc(x; s) = A(s) x1=p + B(s) +
2c

q(q+1)
x(q+1)=p

where s 7! A(s) and s 7! B(s) are unknown functions. By (2.19) and (2.20) we find:

(2.23) A(s) = �2c

q
g
q=p
� (s)

(2.24) B(s) = s +
2c

q+1
g
(q+1)=p
� (s) .

Inserting this into (2.22) and using (2.21) we see that s 7! g�(s) is to satisfy (2.3) with K = p=2c .

Motivated by the maximality principle [10] we let s 7! g�(s) be the maximal solution of (2.3)

satisfying 0 < g�(s) < s for s > s� , where s� is the (unique) zero point of s 7! g�(s) .

Thus (2.22) with (2.23)+(2.24) gives Vc(x; s) for g�(s) � x � s only when s � s� . Clearly

Vc(x; s) = s for 0 � x � g�(s) with s � s� .

To get Vc(x; s) for 0 � x � s < s� , note by the strong Markov property that:

(2.25) Vc(x; s) = Vc(s�; s�) � cEx;s

�
I��

�
for all 0 � x � s < s� , where �� = inff t > 0 j Xt = s� g . By Itô formula and the optional
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sampling theorem we find:

(2.26) Ex;s

�
I��

�
=

2

q(q+1)

�
s
(q+1)=p
� � x(q+1)=p

�
for all 0 � x � s < s� . Inserting this into (2.25), and using (2.22) with (2.23)+(2.24), we get:

(2.27) Vc(x; s) = s� +
2c

q(q+1)
x(q+1)=p

for all 0 � x � s < s� . This formula in particular gives (2.15) when x = s = 0 and c = 1 .

4. To deduce (2.16) note ( since g�(s) � s � Vc(s; s) ) from (2.22) with (2.23)+(2.24) that:

(2.28) 0 � lim sup
s7!1

Vc(s; s)

s(q+1)=p
� 2c

q(q+1)

for all c > 0 . The “limsup” in (2.28) is decreasing in c , thus after letting c # 0 we see

that the “limsup” must be zero for all c > 0 . Using this fact and going back to (2.22) with

(2.23)+(2.24) we easily obtain (2.16). ( Note that this can be proved in a similar way by looking

at the definition of Vc(x; s) in (2.9).) By the standard arguments based on Picard’s method

of successive approximations one can verify that the equation (2.3) admits a (unique) solution

satisfying (2.16). This ends the first part of the proof (guess). In the next step we verify its validity

by using Itô-Tanaka’s formula.

5. To verify that the candidate (2.22) with (2.23)+(2.24) is indeed the payoff (2.9) with the

optimal stopping time given by:

(2.29) �� = inf f t > 0 j Xt � g�(St) g

denote this candidate by V�(x; s) , and apply Itô-Tanaka’s formula (two-dimensionally) to the

process V�(Xt; St) . For this note by (2.20) that x 7! V�(x; s) is C2 on [0; s [ , except at g�(s)
where it is C1 , while (x; s) 7! V�(x; s) is C2 away from f (g�(s); s) j s > 0g , so that clearly

Itô-Tanaka’s formula can be applied. In this way by (2.17) and (2.21) we get:

(2.30) V�(Xt; St) = V�(x; s) +
Z t

0

@V�
@x

(Xr; Sr) dXr +

Z t

0

@V�
@s

(Xr; Sr) dSr

+
1

2

Z t

0

@2V�
@x2

(Xr; Sr) d


X;X

�
r
= V�(x; s) +

Z t

0
LX(V�)(Xr; Sr) dr

+

Z t

0

@V�
@x

(Xr; Sr) �(Xr) dBr = V�(x; s) +
Z t

0
LX(V�)(Xr; Sr) dr +Mt

where �(x) = px1�1=p and M = (Mt)t�0 is a continuous local martingale. Hence by (2.18):

(2.31) V�(X� ; S� ) � V�(x; s) + cI� +M�

for all stopping times � for B , with the equality if � � �� . By the optional sampling theorem

and Burkholder-Davis-Gundy’s inequality for continuous local martingales it is easily verified that:
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(2.32) Ex;s

�
M�

�
= 0

whenever � is a stopping time satisfying Ex;s(�
(q+1)=2) <1 . It is well-known that the stopping

time �� satisfies such an integrability condition ( this can be obtained by the methods used in [1]

and presented in [15] p: 258-264 ). Since s � V�(x; s) thus from (2.31) then it follows:

(2.33) Ex;s

�
S�

� � Ex;s

�
V�(X� ; S� )

� � V�(x; s) + cEx;s

�
I�
�

for all stopping times � for B , with the equalities if � = �� . This completes the proof in

the case 0 < p < 1 + q with q > 0 .

6. The proof just presented extends to the case p = 1 + q with q > 0 with some minor

modifications. In this case the maximal solution of (2.3) with K = p=2c is given by:

(2.34) g�(s) = �s

where � is the maximal root ( out of two possible ones ) of the equation:

(2.35) �q=(q+1) � � =
q+1

2c

satisfying 0 < � < 1 . By the standard argument one can verify that this happens if and only if

c � �q+1;q with �q+1;q from (2.8). The essential difference from the case p < 1 + q is that

(2.32) fails for c � �q+1;q . Note as above that Ex;s(�
(q+1)=2) <1 if and only if c > �q+1;q .

Thus the inequality (2.1) for p = 1 + q (with the equality) can be obtained in the limit when

c # �q+1;q . Note that Vc(0; 0) = 0 for all c � �q+1;q ( compare this with (2.13) above ), as

well as that (2.22) with (2.23)+(2.24) reads:

(2.36) Vc(x; s) = s +
2c

(q+1)
g�(s) � 2c

q
g
q=(q+1)
� (s) x1=(q+1) +

2c

q(q+1)
x

for all 0 � x � s , where s 7! g�(s) is given by (2.34). The proof is complete.

Remark 2.2

The reader should note that the results stated in Theorem 2.1 above extend to the case when the

Brownian motion starts at any given point. The proof above shows that whenever 0 < p � 1 + q
and q > 0 are given and fixed, the following inequality is satisfied:

(2.37) E

�
max
0�t��

jBt+xjp
�
� c E

�Z �

0
jBt+xjq�1 dt

�
+ Vc(x

p; xp)

for all stopping times � for B and all c > 0 ( all c � �q+1;q if p = 1 + q ), where in the case

0 < p < 1 + q the function Vc(x; x) is given by (2.22) with (2.23)+(2.24) if x > s� and by

(2.27) if 0 � x � s� ( with s� > 0 as in Theorem 2.1 above ), while in the case p = 1 + q the

function Vc(x; x) is given by (2.36) for x � 0 . Note, moreover, that by Itô formula and the

optional sampling theorem, the right-hand side in (2.37) can be modified to read as follows:
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(2.38) E

�
max
0�t��

jBt+xjp
�
� 2c

q(q+1)
EjB�+xjq+1 � 2c

q(q+1)
xq+1 + Vc(x

p; xp)

whenever E(� (q+1)=2) <1 . The inequalities (2.37) and (2.38) are sharp for each fixed c and x
( the equality is attained (in the limit if p = 1+q ) at �� = ��(c; x) from (2.4) with Xt = jBt+xjp
and St = max0�r�t jBr+xjp where s 7! g�(s) is the maximal solution of (2.3) with K = p=2c .)

Moreover, in the case 0 < p < 1+ q by taking the infimum over all c > 0 on the right-hand

side in either (2.37) or (2.38) we get a sharp inequality for each fixed x ( the equality will be

attained at each �� = ��(c; x) for all c > 0 ). For simplicity we omit the explicit expressions.

Note, however, that in the case p = 1 + q > 1 such a procedure ( when c # �q+1;q ) gives:

(2.39) E

�
max
0�t��

jBt+xjp
�
�
�

p

p�1
�p
EjB�+xjp �

�
p

p�1
�
xp

for all x � 0 and all stopping times � for B satisfying E(�p=2) < 1 .

Observe that Cox [2] derived inequality (2.39) for discrete non-negative submartingales by a

different method. Our proof above shows that this inequality is sharp for each fixed x ( the equality

is attained at �� = ��(c; x) from (2.4) with Xt = jBt + xjp and St = max0�r�t jBr + xjp
where s 7! g�(s) is from (2.34) above ).

Due to the extreme properties of Brownian motion, the inequalities (2.38) and (2.39) extend to

all non-negative submartingales. This can be obtained by using the maximal embedding result of

Jacka [13]. For reader’s convenience, we state the result and outline the proof.

Corollary 2.3

Let X = (Xt)t�0 be a non-negative cadlag (right continuous with left limits) uniformly

integrable submartingale started at x � 0 under P . Let X1 denote the P -a.s. limit of

X for t ! 1 . Then the following inequality is satisfied:

(2.40) E

�
sup
t>0

Xp
t

�
� 2c

q(q+1)
E
�
Xq+11

� � 2c

q(q+1)
xq+1 + Vc(x

p; xp)

for all 0 < p < 1+q and all q > 0 , where Vc(x; x) is given by (2.22) with (2.23)+(2.24) if x > s�
and by (2.27) if 0 � x � s� ( with s�>0 as in Theorem 2.1 above ). This inequality is sharp.

Similarly, the following inequality is satisfied:

(2.41) E

�
sup
t>0

Xp
t

�
�
�

p

p�1
�p
E
�
Xp
1
� � �

p

p�1
�
xp

for all p > 1 . This inequality is sharp.

Proof. Given such a submartingale X = (Xt)t�0 satisfying E(X1) <1 , and a Brownian

motion B = (Bt)t�0 started at X0 = x under Px , by the result of Jacka [13] we know that

there exists a stopping time � for B , such that jB� j � X1 and Pf sup t�0Xt � � g �
Pxf max0�t�� jBtj � � g for all � > 0 , with (Bt^� )t�0 being uniformly integrable. The

result then easily follows from the proof of Theorem 2.1 as indicated in Remark 2.2 by using the

integration by parts formula.
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