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Time Reversal With the FDTD Method for
Microwave Breast Cancer Detection
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Abstract—The feasibility of microwave breast cancer detection
with a time-reversal (TR) algorithm is examined. This algorithm is
based on the finite-difference time-domain method, and compen-
sates for the wave decay and, therefore, is suitable for lossy media.
In this paper, we consider a two-dimensional breast model based
on magnetic resonance imaging data, and examine the focusing
abilities of a TR mirror comprised of an array of receivers with
a single ultra-wideband pulse excitation. In order to resolve small
3-mm-diameter tumors, a very short duration pulse is necessary,
and this requirement may restrict the applicability of the system
due to hardware limitations. We propose a way to overcome this
obstacle based on the observation that the amplitude and phase
information of the tumor response is sufficient to achieve focusing.
The robustness of the TR algorithm with respect to breast inhomo-
geneities is demonstrated, and the good performance of the method
suggests it is a promising technique for microwave breast cancer
detection.

Index Terms—Finite difference time domain (FDTD),

microwave imaging, time reversal (TR).

I. INTRODUCTION

OTIVATED by data [1]-[4], which reveal an important

contrast in the electromagnetic properties of malignant
tumor tissue relative to normal fatty breast tissue, several mi-
crowave imaging techniques for breast cancer detection have
been recently developed. Encouraging results have been ob-
tained with near-field tomographic image reconstruction algo-
rithms [5], [6], confocal microwave imaging (CMI) techniques
[7], and microwave imaging based on space-time (MIST) beam-
forming [8]. Meaney et al. have presented results with simu-
lation and phantom data, as well as some preliminary clinical
exams [9], and experimental results using phantom data have
also been reported for the cylindrical CMI system [10] and the
MIST planar system [11].

This paper examines the possibility of tumor detection and
localization using the principles of time reversal (TR). In
acoustics, physical TR experiments using transducers, which
time reverse the received signal and re-emit it through the
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medium, have shown that the time-reversed wave focuses
back to the source target in the presence of an inhomogeneous
lossless medium [12]. Recently, the first attempt to perform an
electromagnetic TR experiment was also reported [13]. Aside
from physical experiments, a virtual procedure similar to a
physical TR can be used for microwave imaging purposes. This
backpropagation technique can be performed directly in the
time domain using the finite-difference time-domain (FDTD)
method [14]. The use of the FDTD method for TR purposes
has been a topic of interest in geophysical applications, where
it is more commonly described as time migration [15]. In
addition, the FDTD method has been applied to calculate the
adjoint backpropagation operation in simple inverse scattering
schemes [16].

The possibility of time-reversing the FDTD equations was
presented in [17]. There it was shown that if a point source ra-
diates in free space and the time-reversed FDTD equations are
applied to all points of the grid, the wave will converge back to
the source at time corresponding to the maximum of the ini-
tial excitation. TR algorithms based on the transmission-line
method (TLM) have also been proposed [18]. In this paper,
we present an FDTD TR algorithm that compensates for the
medium’s ohmic losses and is, therefore, equally applicable to
lossless and lossy media. The key properties of the algorithm are
illustrated with a simulation of an inverse source-type problem
[19] in Section II. In Section III, we apply this technique to de-
tect and localize malignant tumor-like anomalies in the breast,
based on the target response received by an array of antennas,
when one single point source is used for transmission. In pre-
vious study, the FDTD TR algorithm was tested for tumor de-
tection in a semiellipsoidal homogenous two-dimensional (2-D)
breast model [20]. In this paper, a realistic breast model based
on magnetic resonance imaging (MRI) data is used. We consider
a 2-D slice of the breast and include a skin layer and inhomo-
geneities in the breast tissue, which is assumed to be nondisper-
sive. Previous simulations in [20] have shown that the FDTD
TR model is, in general, robust to dispersion and measurement
noise and, therefore, these aspects of the problem are not exam-
ined here.

The main goal of this paper is to show that focusing can
be achieved even when certain properties of the background
medium are not known a priori, as will be the case in a realistic
microwave breast cancer detection application. In particular, it
is shown that omitting the skin layer and the distribution of the
breast inhomogeneities from the breast model in the TR process
does not affect the focusing of the wave back to the target. Fi-
nally, in Section IV, we conclude with a discussion on the future

0018-9480/$20.00 © 2005 IEEE



2318

extension of this study and an overview of the aspects of this ap-
proach in relation to other methods, which have been proposed
in the literature.

II. ELECTROMAGNETIC TR WITH
THE FDTD METHOD

The derivation of the time-reversed FDTD equations is
straightforward, taking into account that under the TR transfor-
mation # = —t, the following equalities are true [21].

 p(t') = p(2).

« E(t') = E(t).

* B(t') = —B(t).

o J(t') = =J(¢t).
To illustrate the method, we write the TR equations for the 2-D
TM,, case in a lossy medium. Following the standard FDTD
notation, we have
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where Az = Ay = A is the grid spacing and At is the tem-
poral increment. The (n' + 1/2) time step corresponds to the
next step of the backpropagated equations, which is the previous
time step in relation to the real time sequence. Thus, while n’
and At denote the iteration step and temporal increment of the
FDTD algorithm and, therefore, have positive values, the tem-
poral evolution of the computational TR algorithm is expressed
ast = T — n’At, where T is the initial time when backpropa-
gation begins.

It is important to note that (1)—(3) imply a TR system where
the propagating medium is reversed and, thus, losses are com-
pensated, as it is clearly seen from the change of sign in the con-
ductivity in (1). Such a system differs from physical TR or tradi-
tional numerical backpropagation [22], where the time-reversed
wave is propagated into the same medium. As an example of this
approach, we consider an ideal experiment, which corresponds
to the concept of a time reversal cavity (TRC), first introduced
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Fig. 1. Progression of the time-reversed electric field as function of
time. Backpropagation starts at ¢ = T, and the wave gradually converges
(t = T — 6.4 ns) to its origin at optimal time ¢ = T'— 6.8 ns, and then diverges
again (¢t = T — 7.2 ns) with the diverging wave being an exact time-reversed
replica of the converging wave.

and analyzed in [23]. For the 2-D TM, case that we consider,
a TRC assumes that the electric field is available for all points
at the four sides of a rectangular surface, which surrounds the
source. To simulate the experiment, we excite a point source
with a modulated Gaussian pulse of 2-GHz center frequency
and let the fields propagate in the FDTD grid of size 249 A X
249 A. We record the electric field on the four sides of a square
of side 50 A, and stop the forward simulations at time N At,
with NV being the number of iterations and At being the time
step. We then time reverse the recorded waveforms, and run the
model described by (1)—(3) for a maximum amount of N time
steps.

An example of this procedure is given in Fig. 1, where a se-
quence of “snapshots” of the electric-field distribution is shown
on the yz-plane. The time step of these simulations is At =
20 ps and the cell size is A = 1.2 cm. The short duration
pulse has a width of W = 16 At with its peak occurring at
To = 200 At. The top left-hand-side figure shows the fields
at the initial time 7" for the time-reversed model, which are
nonzero only for the four sides where they are recorded, at 50
A, while the rest of the “snapshots” show the temporal evolu-
tion of the computational TR simulations.

This figure can be easily interpreted based on TR theory; it is
actually an illustration of the theoretical analysis given in [23].
Similar to [23], we can write the electric-field distribution as

Ey(r,t) = ¢(T — 1) © K(r,1) ©)

where ® denotes temporal convolution and

1 1
—6<t+m>——6<t—m>. 5)
Tr c 4rr c
Equations (4) and (5) imply that the time-reversed field depends
on the excitation waveform ¢(t) and a kernel distribution, which

is the difference of a converging and diverging wave, with an ar-
rival time difference equal to 2|r|/c. For a short-duration pulse,

K(r,t) =
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Fig. 2. Intensity patterns (cross-range) as function of central wavelength for
the inverse source problem in a lossless and lossy dielectric (e, = 2.9). In
the top figure, the field intensity is plotted for two pulses of different width.
Focusing for a lossy medium of ¢ = 0.2 S/m (bottom) is similar when the
medium is time-reversed (a), but deteriorates if the losses are ignored (b), or the
(back)propagating lossy medium remains unchanged (c).

the two waveforms can be separated in time. This is clearly ob-
served in Fig. 1; the converging wave first focuses at the source
and the diverging wave follows and occurs as a time-reversed
replica of the converging wave. The optimum focusing occurs
at (T — 6.8) ns, which naturally corresponds to the peak time
T}. For a very short temporal duration pulse, there is no signif-
icant interference between the converging and diverging wave,
and the resolution of the system depends on the smallest sig-
nificant wavelength of the pulse. Thus, short temporal duration
pulses will lead to a much higher resolution than a monochro-
matic excitation.

We now turn our attention to an important aspect of the
time-reversed FDTD equations, the loss compensation via the
sign change of the conductivity in (1). Being able to retrieve
attenuated waves, FDTD TR can be applied to lossy media
leading to focusing quality identical to the one achieved in the
lossless case. This important property of the system is shown
in Fig. 2. The propagating medium now is a hypothetical lossy
dielectric with dielectric constant £, = 2.9 and conductivity
o = 0.2 S/m. This relatively high ratio of ¢ to €,, was chosen in
order to study the effect of inverting the conductivity sign in the
time-reversed equations. Case (a) of the bottom plot employs
this change in the conductivity, leading to results identical to
the lossless case, shown in the top plot for comparison. We
have also considered a TR system, which assumes no loss
for the propagating medium (b) and one which time reverses
the fields, but does not change the medium (c). It is evident
from this figure that, although the resolution stays the same
until —20 dB, there is focusing degradation for cases (b) and
(c), which is observed in the 2-D images as sidelobes around
the source, and only case (a) can recover the fields, as well as
the lossless case. The top plot also illustrates the resolution
dependence on the pulsewidth, implying that the choice of
using ultra-wideband excitation pulses is necessary in order to
achieve the desirable resolution. Finally, we should also note
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Fig. 3. 2-D MRI-based breast model for the 2-D FDTD grid used to generate
the data for input to the TR system. Element #12 of the TRM is also the
transmitter of the system. The skin layer and 3-mm-diameter tumor-like
spherical scatterer are artificially introduced.

that this loss compensation is only possible for moderately
conductive media, where displacement currents are dominant.
In the case of a strongly conducting medium, the reversed time
Cauchy problem is ill posed and unstable [24].

III. APPLICATION TO TUMOR DETECTION
A. FDTD Model and System Configuration

The general properties of the system observed for the in-
verse source problem will equally apply to the inverse-scattering
problem when treated in the context of the (distorted wave) Born
approximation (DWBA) [25]. While the DWBA assumes that
the background medium is known, in a real application, some
of the medium’s properties such as breast inhomogeneities and
skin thickness are not available and may have to be estimated.
The simulations presented here will show that the time-reversed
scattered field focuses back to the tumor even when an approx-
imation of the background medium is used, which does not re-
quire knowledge of the properties in question.

The geometry that generates synthetic data for our recon-
structions is shown in Fig. 3. The proposed TR system is com-
prised of an array of 23 receivers located at a small distance from
the top of the breast, with the middle also acting as a transmitter
of a differentiated Gaussian pulse of 50-ps width. This source
location ensures that reflections from the chest wall do not ob-
scure detection for tumors that are not close to the chest wall
[26]. In this initial investigation, specific antenna elements are
not modeled and, therefore, a receiver element represents an ob-
servation point, and the transmitter is a point source assigned
an electric field £, (TM configuration). The various tissues are
considered nondispersive with values of permittivity and con-
ductivity taken from dispersive models that fit published data
[4]. Although modeling dispersion is important for an accurate
prediction of the system response [26], time reversing the dis-
persive medium is nontrivial and, therefore, we choose to omit
dispersion in our forward models. Our results are expected to
apply, in general, to the dispersive case.

Based on the MRI data, the regions corresponding to fibrog-
landular regions in the breast were linearly mapped to higher
permittivity and conductivity values with an upper bound of
16% of the nominal values for breast fat, which are set at ¢, =
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Fig. 4. Normalized reflected (left-hand side) and scattered from the tumor (right-hand side) electric field at three of the receivers of the system. The presence of
skin only introduces additional scaling and delay to the tumor signal compared to an idealized case of no skin.

4.58 and 0 = 0.52 S/m. The resulting permittivity values for the
various regions are shown in this figure. In addition, a skin layer
(e, = 31, 0 = 5.8 S/m) of thickness varying with position from
1.5 to 2 mm, and a spherical (3-mm diameter) tumor-like scat-
terer (¢, = 39, 0 = 8 S/m) are artificially introduced as shown
in this figure. The surrounding medium is a lossless dielectric
with dielectric constant ,, = 4.48, which closely matches the
nominal value of breast fat.

Samples of the electric field scattered from the tumor, as ob-
served in three of the receivers, are shown in Fig. 4. This field
is obtained by subtracting the fields calculated from a model
with and without the tumor. Also plotted for comparison is the
response at each receiver after removal of the field due to the
transmitter, which can be obtained by a simulation in the ab-
sence of the breast. This response is dominated by skin reflec-
tions, and also includes clutter due to inhomogeneities and re-
flections from the chest wall. A close observation of the sig-
nals in this figure shows that the tumor acts as a point scatterer,
which only introduces an amplitude scaling and a time delay to
the shape of the total reflected field. The point scatterer assump-
tion suggests that multiple scattering can be ignored and TR is
suitable for imaging. In Section III-B, we discuss some imple-
mentation aspects of the application of the FDTD TR algorithm
to tumor detection, and present simulations, which show that the
TR model does not require information on the skin properties or
the distribution of the breast inhomogeneities.

B. TR Imaging

An important aspect of computational TR, performed directly
in the time domain for imaging, is choosing the optimal time
instant when the wave focuses back to the scatterer. This in-
stant depends on the location of the scatterer and, therefore,
cannot be known a priori. To understand the importance of de-
termining the optimal time instant for successful localization of
the target, one can look back at the illustration of the inverse

source problem presented in Fig. 1. As the TR procedure pro-
gresses, the converging wave is followed by a wave that diverges
away from the source, and focusing is achieved for the very
small time interval in between these two interfering waves. In
this ideal case, where all data are available and the background
medium is known, the time-reversed field reaches its peak at
the optimal time instant when it focuses back to the source.
This is due to the spatio-temporal matched filtering achieved
by the TR process [12]. However, in an application where only
an array of receivers is used and uncertainties about the back-
ground medium are inevitable, this criterion may lead to a false
image, and an additional criterion should also be sought.

When the wave focuses back to the source scatterer, it is ex-
pected to produce an image with a sharp peak at the target lo-
cation and small structure elsewhere. Since such images have
small entropy, a minimum entropy criterion can be employed for
the choice of the optimal image and the corresponding time in-
stant. To compute the entropy, we calculate the inverse varimax
norm, which has been previously employed in numerical back-
propagation applications for land-mine detection [27]. Given
that the electric field is available everywhere and for every time
step in the FDTD TR model, we calculate the quantity

[EZICE;LQ(J} k)}
23 B, k)

R(EY) =

(6)

where n is the time step of the FDTD TR algorithm, (j, k) are
the grid cell coordinates, and summation is over the portion of
the grid that represents the breast. The fields at the time in-
stant where the varimax norm (6) is minimized are stored as the
output of the FDTD TR algorithm. The minimum entropy crite-
rion is quite robust with respect to the input signal. Plots of the
entropy as function of time show a monotonically decreasing
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Fig. 5. Time-reversed electric field for the breast model of Fig. 3 when skin is

not considered (top) and when the skin layer is introduced (bottom). The breast
in both cases is considered homogeneous, and the skin effect in the bottom case
is perfectly removed.

curve, which reaches a distinct minimum, before it starts to in-
crease again to its higher initial values. Small errors in localiza-
tion may occur since the criterion guarantees a tightly focused
image, but not the maximum power at the focus.

As it was shown in Section III-A, resolution depends on the
temporal width of the exciting signal. In order to resolve tumors
of diameter, which is only a fraction of the wavelength corre-
sponding to the central frequency of the excitation signal, ultra-
wideband signals of very high-frequency content need to be
used. This requirement can impose a restriction, which cannot
be realized in practice due to hardware limitations. Thus, in
order to achieve focusing with high resolution independently
of the transmitted pulse, we backpropagate a temporally win-
dowed version of the target signal, by multiplying its response
with a very short Gaussian pulse centered at its peak. The input
signal for backpropagation at each receiver can be expressed as

gi(t) = Ey(ys, 2) - e~ (G—t2)/7)* o

where t,, is the time instant where the peak of the received wave-
form E.,(y;, z;) occurs, and 7 is the taper parameter, which de-
termines the width of the impulse temporal function. The input
functions ¢g; maintain the necessary amplitude-phase informa-
tion, and their use enables focusing with very high resolution,
as will be shown from the below simulations. A similar concept
has recently been explored in ultrasonic applications of iterative
TR for the detection of multiple targets [28].

Our primary goal is to examine what information on the back-
ground medium is essential for the TR algorithm to focus back
to the tumor-like scatterer. This information can be used in two
ways: first, to remove the clutter from the total signal and, there-
fore, obtain the true signal scattered from the target and, second,
to construct the medium that will be used in the TR algorithm.
Our simulations show that while backpropagating the true target
response is essential, knowledge of the inhomogeneities or the
skin thickness for the TR model is not necessary. An example of
this important property of the system is shown in Fig. 5. Here,
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Fig.6. Same asin Fig. 5 for two additional tumor locations, marked with white
circles.

we time reverse the exact field scattered from the tumor in Fig. 3
by using the temporal windowing approach described above.
The TR model considers a homogeneous breast filled with an
average value of ¢, and o, and no skin. In plot (a), we time-re-
verse data from the breast model without the skin, while in (b)
the skin layer is introduced. Additional results of this second
case with the skin for two more locations, one closer to the skin
and one in the proximity of the chest wall, are shown in Fig. 6.

It is clear from these figures that focusing is achieved in all
cases. The focused wave features a (white) region of maximum
field intensity, which should be identified as the area where the
target is located, followed by a region of negative field intensity,
which is an artifact due to the limited data configuration. For
an appropriate choice of the parameter 7 in (7), the size of the
region of focus in Figs. 5 and 6 is comparable to the physical
size of the tumor, and the location of the focus is very close to
the true location of the target. For example, the area of focus for
the two first locations in Figs. 5 and 6 is a square of approximate
size 9 mm?, which is very close to the physical size of the target,
and the square’s center is at the top of the target. For the third
location, the focal area is slightly greater, and the localization is
slightly worse, but still quite accurate.

Since focusing depends upon the ability to identify the tumor
response from the total signal at each receiver, any algorithm
that removes the clutter due to inhomogeneities and skin reflec-
tions can be used prior to TR of the resulting scattered field. For
example, an algorithm that removes the skin-breast artifact was
presented in [8]. Successful removal of the clutter depends upon
the degree of correlation between the tumor and the dominant
skin response. This very important aspect of the problem will
be treated in detail in future work. Here, we examine a simple
approach, which aims to detect the tumor in the presence of the
unknown inhomogeneities and can be readily applied to the total
field data, but assumes the skin response can be perfectly re-
moved. For each receiver, the signal from a simulation that con-
siders homogeneous breast fat and skin, but no tumor, is sub-
tracted from the total field. The resulting signal is due to the
tumor-like target and the breast inhomogeneities.
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Fig. 7. Time-reversed electric field for three different 3-mm-diameter
tumor locations for an inhomogeneous breast model. The received field is
backpropagated after perfect removal of the skin reflections (assumed to be
known a priori, and a simple algorithm for averaging the effect of the breast a
priori). The receivers used in the TR procedure are marked with stars.

To remove the background signal, we align and scale each
signal, calculate the average, and subtract it from each receiver
after appropriate realignment and scaling. The results for the
three different target locations are shown in Fig. 7. For each
case, the receivers that are used in the TR procedure are marked
with a star. The signal at those receivers can be clearly identified
as due to the presence of a target, while for the remaining re-
ceivers, the clutter is still comparable to the target contributions
after the simple averaging procedure is applied. These latter re-
ceivers are omitted from the TR process. As it is seen from this
figure, the system is able to resolve the small tumor and lo-
calize it accurately, with a small error in the third case, since
the suggested TR mirror (TRM) is more suitable for tumors that
are not buried too deep in the breast. For this third case, the
signal due to the tumor after the clutter removal algorithm can
be identified for a smaller number of receivers and, therefore,
focusing quality is deteriorated. A more sophisticated algorithm
that would identify the tumor signal more accurately is expected
to produce better performance for our imaging system. Such an
algorithm will be presented in future study.

IV. SUMMARY AND CONCLUSIONS

This paper has presented a new approach to microwave
breast cancer detection based on numerical TR with the FDTD
method. The featured FDTD TR algorithm compensates for the
medium’s losses and is, therefore, applicable to lossy media.
For a 3-mm-diameter tumor-like target in a breast model based
on MRI data, it was shown that an array of receivers can
resolve the target with high resolution by using a temporally
windowed version of the target response as the input in the TR
process. An important aspect of this study is the separation of
the tumor detection problem into two independent processes;
the first aims to estimate the scattered field form the tumor as
accurately as possible using detection techniques, while the
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second time reverses this field using the presented TR model.
The second process is robust to uncertainties in the medium
and, thus, the overall performance depends on the first step,
i.e., the successful identification of the tumor response from the
total signal at each receiver. A simplified example of combining
these two steps was given, leading to successful detection and
localization of the tumor.

In a future paper, an algorithm that identifies the tumor signal
to be used in the first step of our TR imaging algorithm will be
presented. Other important aspects of the problem, such as false
alarms, will also be investigated. The preliminary results pre-
sented here, however, encourage us to believe that the method
is a promising technique for microwave breast cancer detection.
Among its advantages, one should note its simplicity in imple-
mentation, and its ability to accurately model complex back-
ground media. TR has been shown to be superior to other simple
delay-based focusing techniques, especially in inhomogeneous
media [12]. The additional feature of our algorithm to com-
pensate for losses is also an advantage over techniques such as
CMI, where the compensation step is performed only approx-
imately. The FDTD TR algorithm also has the potential to ac-
count for dispersion effects, and is relatively fast; the 2-D ver-
sions presented here take about 1 min of execution time on a
Pentium III PC. The robustness of the method with respect to
the medium’s uncertainties is another very desirable feature. On
the other hand, the technique is very sensitive to the ability of
the system to identify the target signal from clutter. In addition,
it assumes a linearization in the inverse-scattering problem, and
does not provide any information on the shape or the actual size
of the tumor, but only localizes its origin. A more complete fu-
ture analysis of the application of this approach to a more real-
istic breast cancer detection problem will shed light onto some
of the aspects of the method discussed here.
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