MATH46052|66052 Solutions I

1. Using the given characterisation of s4 on the interval [x;_1, z;] we have

1 1

ss(z) = E(a:] —x)oj_1 + E(x —2j_1)0;j
1 1
s3(z) = —gp(zj - z)’0;-1 + o5 (&= zj-1)%0j +a;
1 3 1 3
sg(z) = G—h(x] —x)’oj_1 + 6—h(3: —xj-1)°0j + ajx + f;.
Applying the interpolation conditions s3(xj—1) = fj—1, s3(z;) = f; gives
1 h

aj = 5 (fi = fi-1) = 505 = j-1)

Bi = 5 (Fimzg = fizj-1) + (@105 — 2j0-1).
Next, evaluating s4(z) defined in the interval [z;_1,x;] at the right-hand
point x;, we get
_ 1 h h
ss(z) = 7 (fi = fi-1) + 305 + oj-1-
Similarly, evaluating s4(z) defined in the interval [z;,z;41] at the left-
hand point z;, we get

1 h h
s3(x)) = E(fj—&-l - fi) — 505~ GOt
Equating these two expressions and rearranging gives
h 2h h 1
¢Oi-1t 5ot o = (i = 2fi + fi-1) (%)

which is the jth equation of the required tridiagonal system Ao = b.

2. In the specific case of f(z) = 2% and equally spaced knots h; = h,j =
1,2,...,n, we have that o; = f”(x;) = 6z;. Substituting into the left-
hand side of (x) we see that

h 2h h

g(qu + ?O'j + 60‘j+1 = h(l‘j — h) + 4h$]’ + h(a:j + h) = Ghl’j,

which (after some simple algebra) can be shown to be equal to the right-

hand side of (x) with f;_1 = (z; — h)3, f; = x? and fj11 = (x; + h)>.

Note that the last equation is not satisfied,

h 2h h

—Op—2+ —0n_1+ =0y # 6hx,_1 =6h(1 —h)

6 3 6
in the case o, = 0, but is satisfied when o, = f"(z,,) = f’(1) = 6. In
general s3 will be identical to f only if the two additional conditions are
given by o9 = f”(0) and o, = f"(1).



3. Applying the interpolation conditions s(z;—1) = fj—1, s(z;) = f; gives
a; = fj—1 and b; = h%_(fj — fj—1) and hence s(z) is uniquely determined:
1

s(x) = fjf1+h'
j

(fi—fi-)(@—zj_1)+ej(z—zj-1)(x—2;), € [rj-1,75]

Evaluating s'(z) defined in the interval [x;_1,x;] at the right-hand point
xj, we get

S (x5) = = (f5 = fi=1) + ey

Similarly, evaluating s’(x) defined in the interval [z, z;41] at the left-hand
point z;, we get

1
s'(x]) = T(fjﬂ — [i) = hj+icjta.
j+1

Equating these two expressions and rearranging gives the stated result.

4. Consider the case j = 2. Evaluating the alternative interpolants in the
first interval using the characterisation of s(x) above gives

s(z) = fo+ %(fl — fo)(z — zg) + c1(x — xo)(x — x1), x € [zo, 1],

* 1 *
s'(2) = fo+ (= fo)lw —=zo) + ez —wo)(z — 1), 2 € [wo,21],
and invoking the update formula for ¢y with h; = hj 1 = h gives
1
h?
* * 1 *
¢ = —+t ﬁ(fz —2f1+ f5)-

(f2 —2f1+ fo)

c2 = —C1+

Subtracting these equations and noting that ¢; = ¢} we have that

12
c=ert T - o).

This establishes the required result for 7 = 2.

Now suppose that the result is true for j = n, that is

G=ct SR -f) ®

Invoking the update formula for ¢;1 and ¢} with b = hji1 = h gives
1
Gr1 = =6+ oy (fie = 25+ fi-1)
N 1
Ciy1 = —¢+ ﬁ(fjﬂ —2fj + fi-1)-
Subtracting these equations gives

Ciy1 = Cit1 + (1) (cj — ),

and using (1) we see that the desired result holds for j = n+ 1. Hence by
induction the result is true for all j =2,3,4,....



5. By definition
1f=sillfe = IIf =D @ioillizq
J
! 2
= [ U@ =X e @ de = Fle.
J
To minimise this we require that

OF
80&1' a

0, :=0,...,n,

which gives

1
-2 /Of(a;)—;ajqﬁj(x) ¢i(x)dr =0, i=0,...,n.

Rearranging this expression gives the system ().

6. The matrix () having entries given by

1
Qi; = /0 6;(@)i(z) de,

is called the mass matrix. The basis functions are only nonzero in the
two intervals adjoining the jth knot as illustrated below.

16)
|
l1(x) 1
|
.
Tj1 Tj Tt
¢j—1(x)
|
1 l2(7)
|
.
Tj_o Tj—1 T

The general diagonal entry @, ; is thus given using Simpson’s rule by

Qj; = /_j ¢j($)2d$+/1j+l ¢;(x)? d

J
= —(1- 4. —+1-1 “(1-1°4+4-—+1- ==
6( 0° + 22+ )+6( + 22+ 0°) 3

3



The first and last basis functions are nonzero in a single subinterval so we
only get one contribution to the integral above and thus Qoo = % = Qnn-

The off-diagonal entries are nonzero only when the two basis functions
are both nonzero in the same interval. Thus

Qjj—1 = /_j ¢j(ﬂ?)¢j1($)dl‘:/_j 0 () bo(x) do
h

= 2(1-0-1+4-
6( +

=+1-1-0)=

o) >

DN |
N | —

The matrix is symmetric: % =Qjj-1=Qj-1; = Qjj+1-

The elements of b are
1
b — /0 F(x) 6i(x) da.

Consider the case f(z) = x. We want to show that the jth equation

h 2h h !
—aj-1+ —a;+ -aq; 1:/ zo;(x)dx,
6 J 3 J 6 J+ 0 J( )

is satisfied by setting oj = x; = jh. The left-hand side is given by

%[(j — Dh+4jh + (j + 1)h] = jh°.

The right-hand side can be computed exactly by Simpson’s rule (the in-
tegrand is cubic) thus:

-

j—

’ xpj(x) dx + /wj+1 xp;(x) dx

J

h 1
= g((:pj_h)'0+4'(:Ej—h/2).§+xj,1)
h 1
h
= 56 =j1*. O

The first and last equations can be shown to be satisfied using the same
technique. The fact that o; = z; is the only solution of the linear system
equations follows from the fact that o’ Qa > 0 for all nonzero vectors a.
(Positive-definiteness implies that the mass matrix @ is nonsingular.)



