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Abstract

Aspects of modern information systems that are challenging
computational and statistical analysis are dynamic complexity,
high dimensionality, and inherent stochasticity.

We outline the use of geometric methods to provide
information neighbourhoods for visualization and monitoring
of algorithms, and dynamics of stochastic behavior trajectories.

Geometrization of models of real phenomena give valuable
insights through features that are invariant under the choice of
coordinate representation.

Here we look at computational aspects relating to the study of
real problems, avoiding mathematical details.



Introduction
Aspects of modern information systems that have come to the
fore and challenged computational and statistical analysis have
been dynamic complexity, high dimensionality and inherent
stochasticity. Recent themes for information reuse and
integration highlighted by IRI Keynote speakers have included
uncertain computation [36], and anomaly detection in the
context of privacy protection [3].

By 2013, the annual worldwide internet protocol (IP) traffic is
predicted to be a zettabyte (270 ∼ 1021 bytes) for which 90% of
consumer IP traffic and 60% of mobile IP traffic will be video.

Digital cameras are merging with smart phones, and visual
computing applications for computational photography and
augmented reality applications are developing rapidly [23],
frequently based on information geometric representation and
optimization methods.



Geometrization of models of real phenomena have long been
known to give valuable insights because of the established
value of analytic geometric features, such as a natural metric,
parallelism, perpendicularity, curvature and geodesic
curves that are invariant under the choice of coordinate
representation.

In information geometry this corresponds to the invariance
of measure functions of probability distributions under
changes of parameters. Interest of geometers is stimulated by
novel applications because these can point to new
developments in the geometrical structures available.

The natural information metric provides distances between
states and along state trajectories, thus facilitating
optimization strategies.



Information reuse and integration, utilising information theory
within information geometry brings important concepts
mirroring physical theory of statistical mechanics: eg. entropy
(ie the ‘mean log probability density’) and its relation to
maximum likelihood methods for model optimization.

We outline information geometry methodology to provide
natural neighbourhoods that respect the intrinsic geometry of
the space of states, for visualization and monitoring of
algorithms, and dynamics of stochastic behaviour trajectories.



1. Computational Information Geometry For
Exponential Families Of Distributions

For a random variable x ∈ Rn, a set {pθ} of probability density
functions with parameters θ = {θi , i = 1, ...,n} is an
exponential family if the pθ express as functions {C,F1, ...,Fn}
of x ∈ Rn and a function ϕ of θ = {θ1, ..., θn} as:

pθ(x) = e{C(x)+
∑

i θi Fi (x)−ϕ(θ)}.

Exponential families of probability density functions and are
very important and include Gaussian and gamma distributions.
They admit simple embeddings in Rn+1.

The jMEF package [19], is a Java library with Matlab interface
and tutorials to create, process and manage mixtures of
exponential families of probability density functions:

http://www.lix.polytechnique.fr/∼nielsen/MEF/



Figure: From [19]



Theorems for processes nearly Poisson, or
nearly uniform, cf. Arwini and Dodson [1, 16]

Theorem 1
For independent positive random variables with a common
probability density function f , having independence of the
sample mean and the sample coefficient of variation is
equivalent to f being the gamma distribution.

Theorem 2
Every neighbourhood of a Poisson process contains a
neighbourhood of processes subordinate to gamma probability
density functions.

Theorem 3
Every neighbourhood of a uniform process contains a
neighbourhood of processes subordinate to log-gamma
probability density functions.
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Figure: A tubular neighbourhood of the curve of all exponential
random processes, in the curved surface embedding in R3 of the
2-manifold of gamma distributions. From Arwini and Dodson 2008 [1].



Figure: An affine immersion in Euclidean space of the curved surface
of log-gamma probability densities on [0,1], which includes the
uniform distribution as the special case with parameters ν = 1, τ = 1.
The black curves in the surface represent the log-gamma distributions
with ν = 1 and τ = 1, respectively and the spherical neighbourhood
is centred on their intersection. The other two points are for the two
cases (ν = 0.1, τ = 0.289) and (ν = 2.75, τ = 2.24). From Dodson
2012 [16].



Figure: Distances in space of gamma models. Surface height
represents upper bounds on distances from (µ, κ) = (511,1). Data
points from simulations of Poisson random sequences of length
100000 for expected separation µ = 511. In the limit as the sequence
length tends to infinity and the element abundance tends to zero we
expect the gamma parameter κ→ 1. From Dodson 2012 [16].
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Figure: Maximum likelihood gamma parameter κ fitted to separation
statistics for simulations of Poisson random sequences of length
100000 for an element with expected parameters (µ, κ) = (511,1).
These simulations used the pseudorandom number generator in
Mathematica [32]. From Dodson 2012 [16].



0

2

4

6

Μ

0

2

4

6

Κ

-2

0

2
S f

Figure: Entropy function Sf for the gamma family of distributions with
entropy gradient flow and integral curves as a surface. On the
surface, the dashed asymptote at κ = 1 is the exponential case of
maximum disorder. From Dodson 2010 [14].
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Figure: Constrained degradation of order: Gamma entropy contour
plot (left) with data on progression under noise for surface area
distributions of 3D BCC Voronoi cells from Lucarini [21] as perfect
crystallinity degenerated from large κ, ν towards κ = 16, the
theoretical Poisson Voronoi limit. Curve gives information length Lα

along this disordering trajectory as noise amplitude α increased. The
limit is not total disorder, κ = 1, because the Voronoi cell structure is
a constraint. Cf. Dodson 2012 [16].
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Figure: The log-gamma family of probability densities P0(a, ν, τ) on
[0,1] as a surface for the case of central mean E0(a) = 1

2 . From
Arwini and Dodson 2008 [1].



Computational Information Geometry:
2. Interactive Mathematica Notebooks

For analytic geometry, numerical procedures and graphics, we
used the computational algebra package Mathematica by
Wolfram [32] in a wide range of applications of common
univariate and bivariate probability density functions in the
books [1, 16].

These interactive Mathematica notebooks are available free for
download from the author’s webpage

http://www.maths.manchester.ac.uk/∼kd
/mmaprogs/InfoGeomMMANotebooks/



Figure: From [32]



Figure: From [1, 16]



3. Computational Geometry Algorithms Library

Software available at CGAL [11] is successful for identifying
implementation issues of computational geometry methods.

This Open Source Project offers a C++ library of algorithms for
common problems in computational geometry:
http://www.cgal.org/



Figure: From [11]



First order inhomogeneous rate processes
Let lt(a) represent the frequency at the a-cohort, then we have

N(t) =
∫∞

0 lt(a)da and Pt(a) =
lt (a)
N(t)

dlt (a)
dt = −alt(a) so lt(a) = l0(a)e−at .
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Figure: Initial log-gamma densities P0(a, ν,1) are shown in the left
panel for the uniform density τ = ν = 1, and also for τ = 1 with
ν = 0.4 and 10. The right panel shows the corresponding fractional
decline with time of the population N(t)/N(0) for these initial
densities. From Dodson 2012 [16].
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Figure: The evolution of the probability density Pt(a,10,1) of
unfitness, under a first order inhomogeneous rate process, from an
initial log-gamma density with ν = 10, κ = 1. Showing how the initially
high population unfitness is reduced over time.
From Dodson 2012 [16].



4. Computational Information Geometry:
Interpreting data

Extracting and using rich information from massive data sets is
a serious challenge. Visual data abounds, so computer vision
and computer graphics are increasingly relying on machine
learning and information-theoretic methods.

Computational information geometry effectively performs
high-fidelity data analysis using the language and invariant
features of geometry, Rabin et al. [26, 27].

This allows mapping of the data in a suitable space for efficient
processing and retrieval of intrinsic information using
coordinate-free operations on the data.



Image Processing

The geometrization of statistics has provided novel algorithms
for manipulating statistical models such as Gaussian mixture
models, Nielsen et al. [25], Takatsu [30], that are commonly
used in image processing.

An image pixel at position (x , y) with colour attributes (red,
green, blue) is embedded into a 5D space so that a 2D colour
image is interpreted as a 5D spatial point cloud.

We then seek a compact generative statistical representation of
the image point set. Such statistical methods are useful for
explaining human cognitive and learning skills, Tenenbaum et
al. [31], and analyzing emerging phenomena of complex
systems using hierarchical Bayesian models.



Amino Acid Clustering in Genome

Molecular biologists have large data sets of amino acid
sequences. Cai et al. analysed [4] for each of the 20 amino
acids X , the statistics of spacings between consecutive
occurrences of X within the Saccharomyces cerevisiae
genome, from 6294 protein chains with sequence lengths up to
n = 4092. The spacing distributions were well approximated by
gamma distributions.

Expect, with 20 types of amino acids distributed at different
abundances along a protein chain, that some would more
clustered (κ < 1) and others more evenly spread (κ > 1)
compared to Poisson process—which has exponential
spacings and κ = 1. In fact none of the amino acids was
distributed with such a low variance, all clustered and so had
greater variance than would result from a Poisson process.



Figure: Geodesic distances in space of gamma models, [1, 16].
Surface of upper bounds on distance D from grand mean point
(µ, κ) = (18,1), the Poisson case. The 20 data points are for the
amino acid sequences from a large database. All amino acids show
clustering by lying to the left of the Poisson random line κ = 1.



Dimensionality reduction

In many real world problems we encounter high dimensionality
in large data sets and often do not have the luxury of knowing
the optimal net probability density function family for the
features represented in the data. A fundamental problem in the
identification of probability densities from large
multidimensional data sets, that of efficient dimensionality
reduction, was addressed by Carter et al. [7, 8, 9, 10].

They used information geometry to obtain nearest neighbour
distances by means of geodesic estimates subordinate to a
Fisher information metric giving a non-parametric embedding
(FINE). Also, data dimensionality reduction using
information-preserving component analysis (IPCA) and
information-maximizing component analysis (IMCA).



Figure: From Carter 2011 [10]



Figure: From Carter 2011 [10]



This method takes account of the true curved geometry of the
data set, rather than displaying as uncurved in a Euclidean
geometry cf.Carter [8], Figure 3.2. The significance is that the
non-obvious global topology of frequency connectivity in the
data is revealed by the geodesics. An illustration using router
traffic on subdomains (comp., rec., sci., talk.) of the Abilene
network showed how anomalous behavior unseen by local
methods could be picked up through dimensionality changes
cf. [8], Figure 3.10.

In document classification, the information metric approach
outperforms standard PCA and Euclidean embeddings (LEM),
Carter et al. [7], and it outperforms traditional approaches to
video indexing and retrieval with real world data, Chen and
Hero [12].



Figure: From Carter 2009 [8]



Figure: From Carter et al. 2008 [7]



Figure: From Carter et al. 2007 [6] and 2009 [8]. Near n=244 was
revealed anomalous increased traffic from a single IP address, not
visible in the raw data.



Figure: From Carter 2009 [8]



Figure: From Carter et al. 2008 [7]



Anomaly Detection
Information geometric methods extend to anomaly detection
using large sample size data sets derived from an underlying
probability distribution of unknown parameterization. A
comparison of relevant information theoretic measures that are
intrinsic to information geometry can be found in Lee and
Xiang [20].

They used information-theoretic measures: entropy,
conditional entropy, relative conditional entropy,
information gain, and information cost for anomaly
detection. Described the characteristics of an audit data set,
identify appropriate anomaly detection model to be built, and
explain the performance of the model. Illustrated with case
studies on Unix system call data, BSM data, and network
tcpdump.

Cf. also Gu et al. Measuring intrusion detection capability:
An information theoretic approach:
http://dl.acm.org/citation.cfm?id=1128834



An important problem in naval studies is the extraction and
analysis of seasonal information from large data sets of wave
height measurements obtained by satellite observations.

A new approach based on information geometrical techniques
has yielded useful results, Galanis et al. [18].



Figure: From Galanis et al. 2012 [18]



Figure: From Galanis et al. 2012 [18]. Such methods lend
themselves to automated algorithms to optimize efficiency.



Figure: From Barbaresco 2008 [2]. The information geometric
method correctly and unambiguously detects the anomalous signal.



Target tracking has been shown to be enhanced using
information geometric methods by Cheng et al. [13]:



Figure: From Cheng et al. 2012 [13]. Bundles of information
geodesics of the same length in the statistical manifold for three
sensors.



From Cheng et al. 2012 [13]. Affine immersion of the statistical
manifold for three sensors.
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