Part 11

Series
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Chapter 8
Introduction to Series

In this chapter we give a rigorous definition of infinite sums of real numbers. We are

interested in expressions of the form
oo
Zai:a1+ag+---~l—an+---
i=1

and need to make sense of such expressions. This is closely related to sequences since
this “infinite sum” is (by definition! as you will see) the limit of the sequence of partial

sums (s,) where

n
Sn= Y i =a1+ay+ -y
=1

You have probably seen that

o0

1 E—
5 =
i=0
To see that: an easy induction shows that
1 1
=2 =g
i=0

then the limit of the sequence (s,), of partial sums is 2.

However, there are some surprising subtleties in these series. One of the basic tricky

ones is the Harmonic Series:
o0

1
2

which equals co. That might seem counter-intuitive but, to see it, collect terms together
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to get:

=1
— = 1 + (& + S Y Y I ...
> B + GeD + Grivied o

> e @ B o @ e

W=

So this gives an infinite sum of halves, which is therefore infinite. In contrast, we will see

that N
1
> oo < °

=1

So, we are going to need some new techniques!

8.1 The Basic Definitions

For real numbers a,,, an infinite series is an expression of the form

Zan (also written a; +as +ag+ -+ +ap + -+ ).

n=1

This may also be written ) ., a, or even just ) _ a,.

Given such a series, we form the sequence of partial sums (s,),>1 defined by

setting

n

S, =a1+ay+---a, = E a;.
i=1

If s, = sasn — oo, we then say that the series Y~ a, is convergent with sum s,

and write >~ a, = s.

If there is no real number s with this property, that is if the sequence (s,) does not
have a limit, then we say that the series Y~ | a, is divergent. If the series is divergent

but lim,, e s, = +00 then we say that > °  a, = 400 (similarly with —oo0).

The Harmonic Series, revisited. Let’s first check that the harmonic series (8.1)
really does have sum oco. So, what we have seen is that for any K there exists N (in fact
N = 22K works) such that S 1/n gives (more than) a sum of 2K copies of 1/2. In
other words, if m > N then

> K.

S|
S|

m N
W=y ley
n=1 n=1
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Which is just what one needs to prove to see that > "> 1/n = +oo.

Remark. Sometimes (as in the next example), it is more convenient to start the se-

ries/sequence at 0, thus looking at series of the form Y >/ =ag+a; +--- .

Ezxample 8.1.1 (Geometric series). Let r be a real number with |r| < 1. Then the series

Yoo o r™ converges with sum 1/(1 — 7).

Proof. Here, a,, = r™ and
Sp,=ag+a;+---+a,=1+r+---+1r".
So
TSy =14+ 1% 4 "t

Subtracting we obtain

(1—7r)s, =1—r"*
because all the other terms cancel. Hence

1— Tn+l

R
Now since —1 <r < 1, 7" — 0 as n — oo. (Use 4.1.2.) Hence

1 — gt 1-0 1
Sp = =

%
1—7r l—r 1-—7r

(by AoL). So, by definition,

Remark: This proof only works for |r| < 1. It might be tempting to put in other values

of r since the right hand side is well defined for any r with r» # 1. But this gives nonsense,

'g'
n 1
EOQ . -1

is definitely not correct.

Ezample 8.1.2 (Using partial fractions). Prove that the series

= 1
Z n(n+ 1)

n=1
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converges to 1.
Proof Here a, = 1/n(n+ 1) and

1 1 1 1
sn—a1+a2+---+an—1.2+2'3+3'4+-~-+m.

A trick that sometimes works is to use partial fractions on the terms. Here we use

the identity
1 1 1

z(z+1) = x+1
valid for x # 0, —1. Hence

IR AN AU AU S S
=12 23 31 n n+l)

Now all the terms cancel apart from the first and the last, so we obtain

1

—1—-0=1asn— oo.
n+1

Sp — 1 —

Thus
> 1
> =1
— n(n+1)
[ |

Remark: It is very important in Example 8.1.2 that one only rearranges terms in a finite
sum rather than rearranging terms in the infinite sum » >~ 1/n(n + 1). The reason is
that, with infinite sums, you can get all sorts of strange different answers by arranging

things in different ways—the details can be found in Section 12.2.

It is quite rare for one to be able to find an exact formula for the nth partial sum
(i.e. for the number s,,) as we did in these two examples. So, just as we did with the study
of sequences, we need to build up a stock of general theorems that will help us to tell
when a series does and does not converge without explicitly computing the partial sums.
Our first result along these lines states that a series cannot converge unless the terms
(i.e. the a,) form a null sequence. Note, however, that the converse of this statement is

false in general, as we saw with Y ", 1/n. Here is a similar type of example.

Ezample 8.1.3 (of non-convergence). Prove that the series

>

n=1

Bl

diverges.



Proof Here, a, = 1/4/n and we have shown (see Example 3.2.3) that (a,),>1 is a null

sequence. However, the series " | a,, does not converge. For

1
o —,

Jn

Sp = +

5=

Sl
L

Sl
L

from which we deduce that

1
S, > (number of terms) - (smallest term) = n - — = /n.
n

7

Thus s, > /n for all n € N, so s, — 400 as n — oo by the Infinite Sandwich Rule
(since v/n — +oo0 as n — o0). Hence, by definition, the series ">, 1/y/n does not

converge. |

Theorem 8.1.4. (The n'"* term Test.) If >°7 | a, is a convergent series, then (a,)n>1

18 a null sequence.

Proof. Suppose that Y a, = s. Let s, = a1 + - - + a, be the nth partial sum. So

S, — s as n — oo. Hence lim,,_,o $,-1 — s as well (see Lemma 4.1.3), and so by AoL,

lim (s, — sp—1) = s —s=0.
n—oo

But s, — s,—1 = a,. So a, — 0 as n — 00, i.e. (a,),>1 is a null sequence. [ |
Theorem 8.1.5. (Algebra of Infinite Sums)
(i) If >0 a, and Y | b, are both convergent series, with sums A and B respectively,
then the series Y~ (an + by,) is also convergent with sum A + B.
(ii) If > 07 | ay, is a convergent series with sum A, and X is any real number, then the

series - Aay, is convergent with sum \A.

Proof. (i) For n € N, let 5, = >} _;a and ¢, = > ;_, by be the partial sums and
similarly let w,, = Y,_, (ax + by) be the partial sums for the series Y (a, + by).
n=1

Then, rearranging terms in a finite sum as we might,

Uy, = <iak> + (ibk> =35, +1t, forneN.
k=1

k=1
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But s,, —+ A and t,, — B as n — oo by the definition of convergence of the original series.

Thus, by AoL for sequences, u,, -+ A+ B as n — oo, i.e.

> (an+by) =A+ B,
n=1
as required.
The proof of (ii) is left as an exercise. [ |
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Chapter 9

Series with Non-Negative Terms

In this chapter we establish some key facts about series with non-negative terms. The
theory of such series is very much easier than the general case where negative terms are

allowed.

9.1 The Basic Theory of Series with Non-Negative

Terms

Theorem 9.1.1. Suppose that a, > 0 for alln € N and let s, = > ._, a. Then the

series y -, ay is convergent if and only if the sequence (S,)n>1 s bounded above.

Proof. Note that s,+1 = s, + ant1 > Sy, since a,41 > 0. Hence the sequence (s;,)n>1
is increasing. So, by the Monotonic Convergence Theorem, if (s,,),>1 is bounded above,

then it converges and thus, by definition, the series >~ @, is convergent.

Conversely, if > >° a, is convergent, then (s,) is convergent (definition!) and so
Theorem 2.3.9 says that (s,),>1 is bounded above. [ |

Theorem 9.1.2 (The Comparison Test). If 0 < a, < b, for alln € N and > 7 b,

converges, then Y ", a, converges.

Equivalently, if 0 < a, <b, for alln € N and Y ", a, diverges, then >~ b, diverges.

Proof. Let s, =a; +as+---+a, and t, = by + by + --- 4+ b,. Since a,, < b,, for all n it
follows that s,, <, for all n. But as > - b, is a convergent series of non-negative terms
there is, by Theorem 9.1.1, some M > 0 such that ¢,, < M for all n. Hence s,, < M for

all n, and so, again by 9.1.1, > >° | a,, is convergent. |
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FEzercise 9.1.3. Let (a,),>1 be any sequence and let NV be any positive integer. Show that
the series ) a, is convergent if and only if the series ) .y a, (which is the same as the

n=1
series Y >° | anin-1) IS convergent.

Remark: This exercise is done in the Exercise sheet for Week 9, and essentially means
that for any given test, you need only apply the test for “large n”. Let’s make this precise
with:

Slightly Improved Comparison Test: Let N € N. If 0 < a, < b, for alln > N and

o0 o0
> ey by converges, then Y | a, converges.

Proof. By (9.1.3),

[o.¢]
Z b, converges = Z b, = Z bnim_1 converges
n=1

n>N m>1

= Z ay, = Z anim—1 converges (by the comparison test)
n>N m>1

= Zan converges (by 9.1.3 again).

Ezxample 9.1.4. The series

is convergent.

Proof We have that . .

1) = nn 1)
for all n € N, and hence by Example 8.1.2 and the Comparison Test, Y o 1/(n+ 1)
is convergent. Since this is just the series Y. _,1/n? the convergence of the series
>0, 1/n? follows from Exercise 9.1.3. ) [ |

This example shows the value of the Comparison Test: it was straightforward to
calculate the partial sums of the series >, 1/n(n + 1) and hence calculate explicitly
the sum of this series (thereby establishing its convergence). But it is impossible to give
a neat formula for the partial sums of the series Y - 1/n* so we resort to comparing

its terms with those of the series >~ 1/n(n + 1) in order to establish its convergence.
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In fact, as mentioned in the introduction to this course,

oo
1 w2

nz 6

n=1

but the proof of this requires methods from next year’s complex analysis course.
Example 9.1.5. For any p > 2, the series
=1

np
n=1

is convergent. To see this we simply observe that for alln € N, 1/n? < 1/n? (since p > 2)

and apply the Comparison Test to the previous example.

Similarly we have:

Ezxample 9.1.6. For any p < 1 the series

is divergent.

Proof For suppose that p < 1 and, for a contradiction, that Y~ 1/n? is convergent.
Since 1/n < 1/n? for all n € N we would have, by the Comparison Test, that Y >~ 1/n

is convergent. But this contradicts Equation 8.1. ]

Remark: We've left the case 1 < p < 2 open but, later, we will show that Y >°, 1/n?
converges if p > 1 but diverges if p < 1.

We now come to an important test for the convergence of series.

Theorem 9.1.7 (The Ratio Test for series.). Suppose that a,, > 0 for alln € N and

assume that
Ap+1
LAY

Qp

asn — oo.
(i) If L < 1, then Y 7 | a, is convergent.

(ii) If L > 1, then > 7 | a, is divergent.

Remark: If [ = 1, no conclusion can be drawn: For example, if a, = 1/n* or a, = 1/n,
then in both cases we have that a,.1/a, — 1 as n — oco. But in the first case 270;1 an

converges, whereas in the second case it diverges.
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Proof. (i) Suppose that [ < 1. We want to compare our series to the geometric series
> r™ for some r. We need a little room to manoeuvre and taking [ = r wouldn’t give us

that, so we will take a slightly bigger number for r.

So, choose 7 so that | <r <1 (e.g. take 7 =1+ 1/2 to be the average of [ and 1) and
set e =r —[. Then € > 0 and we may choose N € N so that

Ap+1
| —

€< <l+e
ap

for alln > N.

But e = r —1[says that [+ =r and so, as a, > 0 we get 0 < a, 41 <71-a, forn > N.
In particular

ans1 <71 -ap, and ANt < T ans1 < r? . ay

and so on. So (by induction) we obtain

Yn>N, 0<a,<rm . an

Collecting terms we see that

Zan < ZT”_N~(1N = Zr”-a;\/ = GNZTn' ()

n>N n>N n>0 n>0

But as 0 < r < 1 it follows from Example 8.1.1 that ano r’™ converges. Now we are
basically done: by The Algebra of Infinite Sums 8.1.5(ii), ax »_,-, " converges and so

from (*) and the Slightly Improved Comparison Test, >, -, a, converges, as required.

(ii) Now suppose that [ > 1. In this case we choose r so that 1 < r <[ and, by following
the same procedure as above, we obtain an N € N such that for all n > N we have
_ an
an >1" N oay=1"- <7”_N)
But, since r > 1, this implies that a,, — o0 as n — oo and, in particular, it implies that

(@n)n>1 1s not a null sequence. So Y > | a, diverges by Theorem 8.1.4. [ ]

Ezxample 9.1.8. Show that the series
© 9
on

n=1

converges.
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Proof Let a,, = n?/2". Then

Uny1 _ (”+1)2 gzl (14-1)2.
a ontl 2 9 n
So, by AoL,
iy e
Since 1/2 < 1, it follows from the Ratio Test that > 7 n?/2" converges. "

Ezxample 9.1.9. Show that the series Let x be any positive real number and consider the

series
(o) xn
>
“— nl
converges for all z > 0.
Proof Here, a,, = 2" /n!, so
n+1

Uny1 T n! x

ay, n+1) 2" n+1

But z/(n+1) — 0 asn — oo and 0 < 1. So by the Ratio Test, > 2" /n! converges. B

Ezample 9.1.10. (The Bouncing Ball.) Suppose that a rubber ball is dropped from a
height of 1 metre and that each time it bounces it rises to a height of (2/3) of the

previous height. How far does it travel before it stops bouncing (and yes it does stop)?

Solution: First it drops 1m. Then it rises up and drops 2/3m. Then it rises up and drops
(2/3)?m, etc etc. So the total distance travelled is

1+2x§+2x(§)2+2x(§)3+---

2
:1+2x§(1+§+(§)+--->:1+§- = 5.
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9.2 The Integral Test

We consider a function f : [1,00) — R which is:
(i) positive (at least, non-negative), so f(x) >0 Vz > 1,
(ii) decreasing, so f(z) < f(y) Va >y > 1;
(ili) continuous.

Here continuity (meaning being continuous) is a condition you may have seen before,
but will be made precise in your analysis course next year. For the record (although
you need not remember this) the definition is as follows. A function f is continuous
on X = [1,00) if for all z € X and ¢ > 0 there exists 6 > 0 such that if y € R with
|z —y| < 0 then |f(z) — f(y)| < e. That is,

Vee X,Ve>0,30>0:VyeR,Jz—y| <0 = |f(z)— fy)] <e.

Roughly speaking it means that “there are no breaks in the graph of f”. This condition

rules out functions such as

1 ifr<2,
flz) =

if v > 2.

N[ =

(In this example, try taking x = 2 and € = 1/4.)

Examples of functions f(z) satisfying (i), (ii) and (iii) are

1 1
" zIn(l4x)

—x

x a2

Theorem 9.2.1 (The Integral Test). Let f : [1,00) — R be a function satisfying the

three conditions above. Then the series

> fn)

converges if and only if the sequence

([ rtas) N

converges as n — oQ.
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This in turn happens if and only if the sequence (fln f(x)dx)n>1 15 bounded.

Before giving the proof here are some examples of how the test works.

Example 9.2.2. Consider the series

5
n=1 n
We shall show that it diverges.

Proof Let f : [1,00) — R be the function f(x) = 1/x, which clearly satisfies our three

conditions.
Now

n nd
/ f(:c)da:':/ —I:[lnx]rlenn—lnlzlnn.
1 1

T

But (as in Example 7.1.3) (Inn),>; is a divergent sequence, so by the Integral Test,

o0 . . .
Yo i 1/n is a divergent series. [ |

Here is the important example which was left partly unresolved in the previous chap-

ter:

Example 9.2.3. If p is a real number with p > 1, then

is a convergent series.

it Proof Here we take f(z) = 1/2P. This clearly satisfies the three conditions for the
Integral Test to be applicable. We have

n n LA nPtl 1 1 1
d == _pd = D E—— - - - 1 - .
/1 fzyde /1 S [(—p+1)L -p+1 —p+1 p—l( npl)

Now since p > 1, we have that 1/nP~! — 0 as n — co. So

"1 1 1
/—dx—>—(1—0)— as n — 00.
1 P p—1 p—1

In particular, the sequence ([ 1/zPdxz) _. is convergent (with limit 1/(p — 1)). Hence,

n>1

by the Integral Test, the series Y >~ 1/n? is convergent (for p > 1). [ |
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Exercise 9.2.4. Use the Integral test to prove that the series

o0

1

np
n=1

is divergent if p < 1. (We also proved this in Example 9.1.6.)

Proof of the Integral Test: First of all, it is clear that
n n+1
/ f(x)dx < / f(x)dx
1 1

and so the sequences of integrals is an increasing sequence. Hence the second paragraph

of the Theorem is nothing more than the Monotone Convergence test.

So we look at the first assertion. The basic idea is that the integral [ f(z)dx
defines the area under that curve for 1 < x < n. This we can approximate by summing
the areas of a series of rectangles with width 1. For z : n < 2 < n + 1 we have, since f
is a decreasing function, that f(n) > f(z) > f(n+1). Integrate this over the interval
[n,n + 1] to get

/n+1f(n) dx > /n+1f(x)d$ > /n+1f(n+1) dz.

Since the integral of a constant equals the constant times the length of the interval,

in this case 1, we get

n+1
f(n) > / (@) de > f(n+1).

This holds for all real n though we only use it for integers n. In fact, adding these

inequalities for n = 1,2,3,..., N — 1, the integrals all combine as one integral from 1 to
N with

SOEY IVICITED STRSIED DI ORNE!

After this preparatory work we now prove Theorem 9.2.1.

(=): Suppose that the series >~ f(n) converges. Then the partial sums are bounded
(by 9.1.1, since the terms f(n) are positive). So there is a positive real number M such
that for all N € N we have that

f(n) < M.
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Hence by (xx),
N
/ flz)de < M
1

for all N € N and so the sequence ( ;" f(z)dz) _. is a bounded sequence.

n>1

But since f is a positive function, an increase in the range over which we integrate f
will result in a larger value for the integral. This implies that the sequence ( | 1" f (a:)da:) o1
is an increasing sequence. Thus, by the Monotone Convergence Theorem, it is a conver-

gent sequence as required.

(«<): Suppose that the sequence ([ f(z)dx)
Theorem 2.3.9). Let L be a bound for it. So

-, converges. Then it is bounded (by

/1N flz)dz < L

for all N € N. Hence, by (*x),

for all N € N. This means that the partial sums of the series ), f(n) are bounded

and so, being a series of positive terms, it converges (by 9.1.1). But then so does the
series Y 2, f(n) (by Exercise 9.1.3), as required. |

This completes the proof of the Integral Test.
Remark 9.2.5. Sometimes the integral [" f(z)dz can be awkward to compute at the Left

Hand End, but in that case, since it is always OK to compute integrals of the form
[ f(z)dz for some fixed 1 < K (and then K < n), it may be that there is a convenient

choice for K.

Indeed, in view of 9.1.3, one only has to verify that that the three conditions (i), (ii)
and (iii) hold for all sufficiently large x, i.e. for all x > K (for some given K € N). The

same proof shows that

Z f(n) converges <= Z f(n) converges <= < / f(x)dx) converges.
n=1 n=K K

n>K

Ezxample 9.2.6. Prove that the series

diverges.
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Proof: Consider the function f : [2,00) — R defined by f(z) = 2?/(z* — 1).

Clearly f(z) > 0 for z > 2 and f is continuous. To see that f is decreasing, we
can either use calculus or algebra. Using calculus is easier: after simplification we have
f'(z) = —(2* + 22)(2® — 1)72. Clearly this is negative for z > 1 and so our function f(z)
decreases.

For an algebraic proof, suppose that 1 < z < y. Then

x Y x2y3—x22y2x3—y2

<

oy > a® - %P

= (y—2)y+z) >y’ (z —y)
= (y+z)>—y*?

Since the last statement here is true we can reverse the bi-implications. This shows that

f is indeed decreasing.

So we may apply the Integral Test (in the form of 9.2.5). Now

/; f(z)dz = /zn x;"i —da.

In order to evaluate the integral we make the substitution v = 2* — 1. Thus du = 32%dx

and the new limits are u = 7 to u = n® — 1. Thus

3

" 1 (" tdu 1 sy 1
/2f(x)dx:§/7 —u:§[lnu]? 1:§(ln(n3—1)—ln7).

u

Since $(In(n® —1) —In7) — oo as n — oo, the sequence ( [’ f(ac))r122 diverges and hence
so does the series Y>>, n*/(n® — 1) by the Integral Test. |

Remark 9.2.7. Assume that conditions (i)-(iii) from Theorem 9.2.1 hold. Let K € N
(usually I would have K = 1.) Then integrals of the form [ f(x)dx are called improper

integrals and in more detail we have the following.

For any K <r < s we have

0< P = [ fwir < [ et [ fere = [ fade = Flo),

and so by the Monotone Convergence Theorem either

1. The sequence (f; f(x)dx)n>K 15 bounded and hence convergent, in which case we
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write its imit as [ f(z)dz and say that “[; f(x)dz converges”.

2. Alternatively the sequence (f; f(x)dx) >5c 18 unbounded and hence tends to infinity.

In this case we say “[,> f(x)dx diverges” or indeed that [ f(x)dz = oo.

So we paraphrase Theorem 9.2.1 as saying that

ooy f(n) converges <= [ f(x) converges.

(Finally, note that talking about improper integrals usually involves a somewhat different
kind of limit, namely the limit of the F(r) as the real number r tends to infinity. Also,
if the conditions (i)—(i1i) do not hold, then you have to be much more careful with the

definitions and properties of improper integrals.)
Ezxample 9.2.8. Prove that the series

oo

1
annn

n=2

diverges.

Proof Let f(z) =1/(xInzx) in the Integral Test and consider the integral

|
/ dz.
9 xlnzx

In order to evaluate it we make the substitution © = Inz. Then du = dz/x and the new

range of integration is from v = In2 to v = Inn. Thus

n 1 Inn
/ dr = / du = [In “HE; = In(lnn) — In(In 2).
2 1

rlnz no U

Now (exercise) In(Inn) — oo as n — oo and so the sequence ([, 1/(xInz)dz) _,

diverges. Hence, by the Integral Test, the series Y >°,1/(nlnn) diverges. [ |

Ezercise 9.2.9. Let p € R. Prove that the series

— 1
Z n(lnn)p

n=2

converges if and only if p > 1. What about the series

[e9]

Y
— nlnn (Inlnn)?

96



(We take the lower limit of summation to be 3 here because Inln2 is negative and so
(In1n 2)? might not be defined.)

Final Remark: In the integral test you do have to be careful to check that conditions
(i - iii) hold. The trouble is that without them it is easy to get silly counterexamples.
For example, suppose we take the function y(z) = 1 + cos((2n + 1)m); this function
has been chosen so that f(n) = 0 for all n and f(z) > 0 for all # > 0. So, here
> f(n) =0+4---+0=0is certainly convergent, whereas the integral [ f(z)dz = oo
Exercises 9.2.10. No doubt when you first saw the techniques of integration it took a
while to get the intuition about which technique to use for which example. The same
goes for our techniques for testing the convergence of infinite series > a,, (and sequences).
The only way to develop this intuition is to do lots of examples. Here are some examples,

with partial hints about how to approach them:

Answer: Diverges by 9.1.1 as lim,,_,, a,, # 0.

oS VT

3nd +4n2 +2°

n=1
Answer: Converges. Since

vnd+1 \/n3—|—n3 V2

3d+4n2+2 — 3nd 3n3/2

our series converges by comparison with the convergent » > 1/ n3/2. (See CT and 9.2.3.

3) ine” :
n=1

Answer: This converges, either by the ratio test or the integral test. By integrating by

parts

= —(n+1)e"+2 " 52 <0

/ ze tdr = —(x + 1)e”
=1

r=1

as n — o0.

n

n!
(4) Z o and 2—n

n=1 n=1

Answer: The Ratio Test will work to show the first converges and the second diverges.

(There is an easier test to use for the second one—do you see it?)
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1
©) Z2+3"'

n=1

Answer: Since this is closely related to a geometric series we should use the Comparison

Test to compare it to Y>>, 1/3" and deduce that it converges.
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Chapter 10

Series with Positive and Negative

Terms

10.1 Alternating Series

We know that for a series )~ a, to converge it is definitely not sufficient that the
sequence (ay,)n>1 of terms be null. (It is necessary, but not sufficient.) For example,
1/n — 0 asn — oo, but > ° 1/n does not converge. However, it turns out that if the

terms a,, decrease in modulus and alternate in sign:
a; >0, as <0, az >0,...

then it is both necessary and sufficient for the convergence of > 7 @, that (a,),>1 be

null.

For example,

n=1 n
does converge as the following argument suggests:
We have
] 1 n 1 N 1 1 N _ (4 1 N 1 1 N 1 1
2 3 2n+1 2n+42 B 2 3 4 2n+1 2n+42
_ ! + ! +--F !
212 (2n +1)(2n + 2)

> 1
=2 2n+1)(2n+2)’
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and this series converges by the Comparison Test since

1 < 1
2n+1)2n+2) = (n+1)?

for all n.

(I say “suggests” here because the argument is not completely rigorous. Why not?)

For an argument which gives the sum exactly, see the end of the chapter.

Theorem 10.1.1 (The Alternating Series Test). Let (a,)n>1 be a decreasing sequence of

positive terms such that a,, — 0 as n — oo. Then the series

o0
Z(_1>n+lan
n=1
converges.
Proof. Let .
S, = (_1)k+1ak
k=1
be a typical partial sum. Then
Sop = Q1 — Q2+ a3 — a4+ -+ Qop_1 — Q2
= a; — (Clz - CL3) - (CL4 - 05) — (a2n72 - a2n71) — Q2p.-

Notice that all the terms in brackets here are non-negative since the sequence (ay,)n>1

is decreasing. Also as, > 0. It follows that for all n € N, s5,, < a;.
Also
S2(nt1) = S2n + A2n41 — A2n42 = Sop

since asgpy1 > ag,12. Hence (S2,)n>1 is an increasing sequence which is bounded above
(by a1). Therefore it converges by the Monotone Convergence Theorem. Let its limit be
£. So s9, — { as n — o0.

Now consider the sequence (s9;,41)n>1. Then son 11 = Son + aon41, and both the series

Son and ag, 11 converge. So, by the Algebra of Limits Theorem

lim s9,41 = lim s9, + lim a9, 1 =04+ 0="~¢.
n—o0 n—0o0 n—oo

It now follows easily in this situation that s, — ¢ as n — oo, as well, which (by definition)

implies that >~  (—1)""'a, converges, as required.
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In more detail, let € > 0 be given. Choose N so that |sg, — ¢| < € for all 2n > N}
and Ny so that [so,41 — €| < e for all 2n + 1 > N,. Then clearly |s,, — ¢| < ¢ for all
m > N = max{N;, No}. Hence s,, — ¢ as n — 0o as required. [ |

Remark: Sometimes it is useful to slightly modify the series in the Alternating series.
The same argument will work (or we can use the version proved) to deduce either of the

following slightly modified versions of the theorem:

(A) Let (an)n>1 be a decreasing sequence of positive terms such that a,, — 0 asn — oo.

Then the series

CONVETGES.

(B) Let (an)n>0 be a decreasing sequence of positive terms such that a,, — 0 asn — oo.

Then the series

CONVETGES.

Remark: It might be tempting to say that any alternating sum converges. But that is
false: Let a,, be positive numbers such that a,, > 0 for all n and (a,) is decreasing. Then

> ns1(—1)"a, converges if and only if (a,) is null.

Proof. The direction < is The Alternating Series Test 10.1.1. The direction = is the
“Nullity Theorem 8.1.4.” |

Ezxample 10.1.2. Let p € R. Then

o] 1 n+1
y EU

n=1
converges if and only if p > 0.
Proof: If p <0, then for all n,
_1\n+1
‘& 1o
nP nP

So ((—=1)"*!/nP), -, is not a null sequence and hence the series 7, (—1)"*!/n? cannot

converge, by 8.1.4.

On the other hand, if p > 0, then (1/n?) ., is a decreasing null sequence of positive

terms. Hence the series > >0 (—1)"™'/n? converges by the Alternating Series Test. W
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We end this section with a precise formula for the alternating sum » > (—1)""!/n.
The last step in this argument requires the definition of an integral as a limit of sums of
areas. If you have not seen this before, do not worry, since it is not something required for
this course. But the computation (pointed out by Carolyn Dean) is fun and interesting.

This computation is not something you need to remember for this course.

Ezxample 10.1.3. The series

oo _1 n+1
y B

n=1
converges to In 2.

Proof. We know from the Alternating Series Test that the series converges, with sum ¢,
to be found. This means that the sequence of partial sums (s,,),-, converges to ¢. This,

in turn, means any subsequence converges to £. We will consider (s2,),,1-

Claim:

for all n > 1.

Proof of the Claim: It is clear that it holds for n = 1 since s =1 —1/2 = 1/2. So
suppose that it holds for some k£ > 1. Then, by definition

1 1 1 1
R R N BT
1 1
Y T
= <%+1+%+2+'”+%)+2k’1+1_%ki1 by the inductive hypothesis
= <L+-'-+i)+ ! —1—1L by a simple manipulation.
k+2 2k 2k+1  2k+1

Thus, by induction, the Claim is proven.

Recall from earlier in the course that if f : [1,400) — R is a continuous decreasing

function then

s 2 [ " @) de = fne),

for all n > 1. With f(z) = 1/z this can be rearranged as



(with n > 2 for the first inequality). This can be applied immediately to give an upper

bound on ss,, of

2n
Son < / v _ In(2n) —In(n) = In2.

T

For a lower bound we first write

1 n +1 B 1+ 1 A 1 1+1
n+1 7 2n n n+1 7 2n-1 n  2n
/Z”dx 1
n T 2n
1
= In2-— —.
2n
Combine as )
In2 > sy, >In2— —
2n
and let n — oo to get £ = In 2. [ |

10.2 Absolute Convergence

Suppose that we are given a series Y | a, where some of the a,, are positive and some
negative. Then (apart from the Alternating Series Test) there are not so many good rules

for deciding whether »>° | a,, converges or not. For example something like

1—1-1 1+1+11
2 3 4 5 6

(where every third term is negative) is not something covered by one of our rules. The
one other rule we will have is that the series >~ | a, does converge provided the series

> o, la,| converges. Before stating the result we make a definition.

Definition 10.2.1. Let Y ° | a, be any series. We say that

oo
D

n=1

1s absolutely convergent if the series
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18 convergent.

If Y~ | ay is convergent, but not absolutely convergent, then we say it is condition-

ally convergent.

For example, the series

n=1
is absolutely convergent because
S| s
n=1 n? n=1 n’
which is convergent. However, the series
S~ (U
e

is conditionally convergent because it converges (see Example 10.1.2) but

e (_1)n+l B oo 1

which diverges.

The definition above rather presupposes that absolute convergence is stronger than

convergence and we next give a proof of this fact.

Theorem 10.2.2. If the series Y -, a, is absolutely convergent, then it is convergent.
Proof. We are given that »_~  |a,| converges. Let

a, ifa, >0,

0 ifa, <0.

Pn =

Then Y >° | p, is a series of positive terms and for all n € N, p,, < |a,|. Hence > 7 p,

converges by the Comparison Test. Similarly, if

la,| if a, <0,
qn =
0 ifa, >0
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then Y ° | g, converges.

Hence, by the Algebra of Infinite Sums Theorem 8.1.5, > > | (p, — ¢y) is convergent.

But for all n € N, p, — ¢, = a,, and we are done. [ |

Ezample 10.2.3.

converges absolutely and hence converges.

Proof: The sine terms are
1 1 1

_717_707__77”'7
V2T V2T V2

so the alternating series test does not help. However, as sin(z) < 1, we do know that

1 . (mr) < 1
—sin [ — —
n? 4 — n?

|1 ¥ <n7r>
n? 4

converges by the comparison test. |

0<

for all n. Hence

n=1

The same sort of argument means that we can modify some of our earlier tests to

work for series with positive and negative terms. For example:

Theorem 10.2.4. (The Modified Ratio Test) Suppose that a,, for alln € N are any real

numbers and assume that
anJrl

Qn

asn — 0o.
(i) If | < 1, then Y | a, is absolutely convergent and hence convergent.
(ii) If L > 1, then >~ | a, is divergent.

(iii) If I = 1, then we still cannot conclude whether Y > | a, is convergent or divergent.

Proof. (i) In this case the Ratio Test 9.1.7 says that Y >~ |a,| converges; i.e. that

> > | ay is absolutely convergent.

(ii) In this case we know from the proof of 9.1.7 that |a,| — oo as n — oo. So,
certainly a, /4 0 as n — co. Thus, by Theorem 8.1.4, >°>° | a,, is divergent. |

Ezample 10.2.5. >~ 2™ (and indeed Y (—1)"z") converges if |z| < 1 and diverges if

|z| > 1. In this case, one can also check that it diverges when |z| = 1.
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Final Comments. In Example 9.2.10, we saw how one might approach testing series
for convergence. Of course, there, the sequences all had positive terms. So how should
one approach general series? In a sense the rules are easier, as there are really only three

possibilities for a series > 7 | a,:
1. Islim,,_.o, = 07 If not then the series diverges by the n-th term test Theorem 8.1.4.

2. Does the Alternating Series Test 10.1.1 apply? If so, use it!

3. Otherwise you had better hope that the Absolute Convergence Test (Theorem 10.2.2)
applies, in which case you are back to the ideas of Chapter 9. As we will see in the

next chapter, one of the most important cases where this case applies is when one
can use the Modified Ratio Test 10.2.4.

For examples of all these cases, see the next Exercise Sheet.
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Chapter 11
Power Series

We now consider (the simplest case of) series where the nth term depends on a real

variable z and we ask for which values of x does the series converge.

Definition 11.0.1. A series of the form >~ a,z™ is called a power series (in the

variable x).

For example we can write e* = ) >° 2" /n! as a power series. Similarly, the geometric
series ), «™ is a power series (with a, = 1 for all n). As we saw in Example 10.2.5, this

converges absolutely for |x| < 1 and diverges otherwise. For another example, consider

Ezxample 11.0.2.

o0

>
n=1 n

Let’s use the (modified) Ratio Test to study this example; set ¢, = 2™/n and apply
the rule to Y, ¢,. So,

In—i—l

n—i—l.ﬁ

Cn+1 n

Cn

n
= x| —— — || as n — 00.
n+1

Thus, if |x| < 1 the series converges absolutely, by the Modified Ratio Test 10.2.4, while

it diverges if |z| > 1. When |z| = 1 we get two more cases:
If x =1 the series is >~ 1/n which we know diverges.

If + = —1 the series is >~ (—1)"/n which we know converges (by the Alternating
Test 10.1.1 and the Remark just after that theorem).
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11.1 The Radius of Convergence of a Power Series

You can attempt to find the points at which a power series converges by applying the

(modified) ratio test. Given > 7 a,z™ you consider

an+1

2.

n+1
Ap1T -
Apx"”

Qn

If limy, o0 |@ny1/an| = L, say, exists then L |z| is the ¢ of the ratio test. So, if L |z| < 1,
i.e. |z| < 1/L, the series converges (absolutely) whereas, if |x| > 1/L, the series diverges.
This suggests that the set of points of converges is an interval centred on the origin. Is

this true in all cases or only when you can apply the ratio test?

Another indication that it holds in all cases is

Lemma 11.1.1. If the power series Y~ a,x™ converges at vy € R, zg # 0, then it

converges absolutely for all y : |y| < |xo] .
Proof. ) % a,x{ converges implies |a,z5| — 0 as n — oo. In particular (|a,zg|),,

is a convergent sequence. But convergent sequences are bounded so there exists M > 0
such that |a,z{| < M for all n > 1.

Given y : |y| < |zo| set t = |y|/ |xo| so 0 <t < 1. Then

2 v\

The geometric series Y~ Mt" converges since t < 1 and so, by the Comparison test,

v < Mt"
0

|any"| = = |anzg]
> o lany™| converges. [ |

So again we prove that the series converges in an interval centred on the origin. This

is true in general.

Theorem 11.1.2. Let )" a,x"™ be a power series. then either
1. the series converges absolutely everywhere or
1. the series converges only at the origin or

iii. there exists unique R > 0 such that the series converges absolutely in (—R, R) and

diverges for all x : |x| > R.
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Proof. Define

oo
S = {|:v| ; E L apx" converges} :

This could be written as

oo o0
{r > 0 : either ano a,r" or ano ap (—1)" converges} :
The set S is non-empty since 0 € S. There are two cases, S is unbounded above or §

is bounded above.

Assume S is unbounded. Let x € R be given. By assumption we can find r € S with
r > |z|. But r € S means )~ a,z! converges where z, is one of 7 or —r. Then Lemma
says that the power series converges absolutely for all y : |y| < |z,| = r. In particular, at

= z. True for all z € R means the power series converges absolutely everywhere.

Assume S is bounded. Then by the completeness of R the set has a least upper bound
R, say.

If  : |z| > R then, since R is an upper bound for S we have |z| ¢ S and so the power

series diverges at a. Hence the series diverges for all x : |z| > R.

Note, this holds for all R > 0. If R = 0 then the only possible element of S is 0, at

which point the series converges, i.e. the series only converges at the origin.

Assume R > 0. Assume z : |z| < R. If R € S then Lemma 11.1.1 would immediately
give us the convergence at x. But the supremum of a set need not be a member of that
set. Instead we have to make use of the fact that R is the lubS.

Since R is the least upper bound on S the smaller |z| is not an upper bound on S so
we can find r € S : |z| <r < R. Yet again, r € S means ) a,z] converges where
x, is one of r or —r. Then Lemma 11.1.1 says that the power series converges absolutely
for all y : |y| < |z,| = r. In particular, at y = z. True for all z : |z| < R means the power

series converges absolutely in (—R, R). |

Definition 11.1.3. If the real number R has the property that the series Y~ a,z"
converges for all x with |x| < R, and diverges for all x with |z| > R, then R is called the

radius of convergence (RoC for short) of the power series >~ , a,x".

We also extend this definition by putting R = 0 if Y, a,x™ only converges for x = 0,

and putting R = oo if Y2 a,x™ converges for all x € R.

By the theorem this definition does cover all possible cases and )7 a,z™ converges
absolutely for |z| < R.
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Finding the Radius of Convergence:

To calculate the Radius of Convergence of a given series we always use the Ratio Test.
In the course of the calculations in the following examples we tacitly assume that z # 0.

This is justified since a power series always converges for x = 0.

The Interval of Convergence.

The set

o0
X E a,x" converges

n=0
is called the interval of convergence. Certainly this contains (—R, R) and it may or
may not contain the end points +R. The Ratio Test will not help at the end points and

you need to use some other rule to see if the series converges there.

Ezxample 11.1.4.
S
n=0

- Here we already saw that the Radius of Convergence (RoC) is R = 1 and the interval

of convergence is (—1,1).

Ezrample 11.1.5.

o0 1 .
>l
n=1 n
- Here we already saw that the RoC is R = 1 and the interval of convergence is [—1,1);
that is it converges if x = —1 but diverges if x = +1.

Ezxample 11.1.6. For
St
n=1

we have R =1 and it diverges if z = +1.

Proof To find the RoC we let ¢, = [nz™|. Then > 7 ¢, is a series of positive terms and

o 1 n+1 1
C+1:(n+ )|I‘ :<1+—>‘$’—)(1+0)’$|:’$|7 as n — oo.
Cn n|z|® n

So the (Modified) Ratio Test now tells us that if |z| < 1 then > 7 ¢, converges abso-
lutely, whereas if |z| > 1 then Y > | ¢, diverges. This shows that the RoC is 1. It is left
for you to check that it diverges if x = £1. |

Ezxample 11.1.7. For

o (3n)!
Z (n!)sx ;

n=1
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we have R = 1/27.
Proof Let ¢, = |(3n)!z™/(n!)3|. Then ¢, > 0 and

Cnr1  Bn+ 1) fz|*H (n!)3

Cn ((n+1))3 (3n)! - |z|™

(3n)!(3n +1)(3n + 2)(3n + 3) - |z (n!)3

(nh)3(n+1)3 (3n)! - |z

(3n+1)(3n+2)(3n + 3)

S i DmiDmrn
ICERCESICES I
(LD + D0+ 3)
(3+0)3+0)(3+0)
— 011 0) (150 lz| (as n — o)

= 27|x|.

So by the Ratio Test, > >°, ¢, converges for 27|z| < 1, i.e. for |z| < 1/27, and diverges
for |z| > 1/27. Therefore > >7  |(3n)!z™/(n!)?| converges for |z| < 1/27 and diverges for
|z| > 1/27. Thus, as in the previous example (and, indeed, all examples like this), we
conclude that the RoC of the series > >, (3n)!z"/(n!)® is 1/27. |

Ezxample 11.1.8. For

we have R = oo,

Proof Let ¢, = |2 /n!| and, just as in Example 9.1.9, we see that ¢,1/¢, — 0 as n — o
no matter what z is. Since 0 < 1 it follows that the radius of convergence of this series

(the exponential series) is co. [ |

Ezample 11.1.9. For Y >, nlz"™ we have R = 0.

Proof Let ¢, = |n!x™|, then

Cnp1  (n+1)lamt!

P g =(n+1)x.
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Notice that here for any z # 0, (n + 1)xr — oo > 1 as n — co. Thus the Ratio Test says
that the series diverges for any « # 0. Thus the RoC of the series Y~ n!a™ is 0: the

series converges for no value of x except x = 0.

11.2 The n-th Root Test

Theorem 11.2.1. The n-th root test Starting with a series > - | a, assume that the
limit lim,, o {/|a,| = € exists. Then

1. if £ < 1, the series converges absolutely,
1. if £ > 1, the series diverges,

1. if £ =1 the test tells us nothing.

Proof. Assume ¢ < 1. Choose ¢ : { +¢ = (1+/¢)/2,ie. ¢ = (1—¥¢)/2 > 0, in the
definition of limit to find N; > 1 such that if n > N; then ‘ Y an| — ﬁ‘ < ¢. In particular,

an| — € < e, ie.

14/
\"/\an\<€+sz%:L,

say. Because ¢ < 1 we have L < 1. And |a,| < L" for all n > N;. The geometric series
> e, L™ converges since L < 1 and so, by the Comparison Test, >~ \ |ay| converges,

as does then > >° |a,|. Hence > 7  a, converges absolutely.

Assume ¢ > 1. Choose ¢ : { —e = (1+4)/2,ie. ¢ = ({—1)/2 > 0, in the
definition of limit to find N5 > 1 such that if n > N, then ‘ Y an| — E’ < e. In particular,

—e < {/l]an| — ¢, ie.

140
{‘/|an|>€—5—%:L,

though this time L > 1 since ¢ > 1. then |a,| > L™ > 1 for all n > N,. This means the

series diverges since the terms do not tend to zero as n — oc. |

Example 11.2.2. Determine if the following series is convergent or divergent.

> <<3n2 2ji)_(j + 5)>” ’

Proof.

Vil =[G ers| = [arom:

(3n2+4+1) (n+5) 3+1/n%)(1+5/n)

—
3
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as n — 00. Since 2/3 < 1 the series converges absolutely. |

Ezample 11.2.3. Determine if > °  a,, is convergent or divergent when

1 n . 1 n+1 .
Aon+1 = g 2 and Aoy — § 2",

for all as n > 1. So the series starts

Why have I asked this question?

Proof.
2

2 2
Vlazn1| = 3 and  {/|az,| = 3i+i/m 3
as n — oco. Thus {/|a,| — 2/3 as n — oco. Since 2/3 < 1 the series converges.

I have asked this question because the ratio test will not work in this example; try it.

Ezxample 11.2.4. Determine the interval of convergence of

(14 1)

n=1
n 1/n
1 1
Ce3) ) =|0+3)
n n

as n — oo. Thus, by the n-th root test, the series converges absolutely for |z| < 1 and

Proof.

jz] = [z

diverges for |z| > 1. Thus the radius of convergence is 1.

At the end points, 1 and —1 we note that, by the first two terms from the Binomial

1 n
(1+—) >144=2
n n

for all n > 1, and so the terms of the series do not converge to 0 and thus the series

Theorem,

diverges. Hence the interval of convergence is (—1,1). [ |
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Ezxample 11.2.5. What is lim,,_, nY/Vr? If N > 1is an integer and we set k = n'/N — 1

perhaps you can look back at the proof of lim,,_,., n'/™ = 1 and prove

< (=T 2))1/3'

Choosing N to be the nearest integer to \/n might give the answer to the original

question.

Example 11.2.6. Determine the radius of convergence of

n=1 n\/ﬁ
Proof.
n |1/n
N nive 1

asn — 00. Thus the series converges absolutely for |z| < 1 and diverges for |x| > 1. Hence
the radius of convergence is 1. It also converges at both ends of interval of convergence

so the interval of convergence is [—1,1].
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Chapter 12

Further Results on Power Series

12.1 More General Taylor Series.

First, we have only been discussing power series of the form Y °  a,z". However when
working with Taylor series one often wants to work with expansions around values «
other than zero, in which case one would get an expression like >~ ja,(z — )". Using
a substitution y = (x — a) allows one to reduce to the case we have been considering
and so essentially all the same theorems will hold. For example, one gets the following

variant of Theorem 11.1.2:

Theorem 12.1.1. Consider the series Y~ an(z — )", for some fived number c.. Then

there are three possibilities concerning convergence.

Case (1): Y ">" ,an(x — )™ converges only for x = .
Case (ii): Y "y an(x — )™ converges for all x € R.
Case(iii): There exists a unique positive real number R such that

(a) >0 g an(z — )™ converges absolutely for all x with |x — a| < R, and
(b) >0 s an(x — )" diverges for all x with |x — a| > R.
Proof. Set y = z—a. Then our series becomes Y >, a,y". So, now apply Theorem 11.1.2

to that series and you will find the conclusion you get is exactly the present theorem. For

example, if Y~ a,y" has radius of convergence R then ), a,y" converges if |y| < R,
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which is the same as saying that

Z an(x —a)" = Z any”
n=0 n=0

converges if |x — a| < R. Similarly it diverges if |z — a| > R. [

12.2 Rearranging Series

Let us begin with the following remarkable example. Given a series ), a,, then a
rearrangement of this series means a series of the form )~ b, which is got by rear-
ranging the terms of the first one. More formally, there exists a bijection ¢ : N — N such
that b, = ag(,) for each n.

Here is a famous example.

Example 12.2.1. Recall from Example 10.1.3 that

1 1 1 = (1)t
1__ _ — — e e — —:1 2
53 1" ; n n(2)

Here is a rearrangement with sum In(2)/2. To do this we use the rearrangement where

we always have two negative terms in succession but only one positive one:

In fact we can get any number we want in this way.

Proposition 12.2.2. Suppose that anl a, 18 a conditionally convergent series, and let

a be any real number. Then there exists some rearrangement Y -, b, of this series for

which Y, -, by = a.

Proof. (Outline) We start with some notation essentially coming from Question 3 on
the Exercise sheet for Week 11:
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Notation 12.2.3. Given a series ) -, a,, write

a, ifa, >0 3 0 ifa,>0
0 ifa,<0 a, ifa, <0

s+

By that exercise sheet, the series a and a, are divergent. Hence >  a} = oo, since

all the terms are positive and, similarly, > a, = —oc.

Now, we construct the sequence {b,}: Since ) al = oo we can therefore take the

first few positive numbers ag,, ag, . . ., ax, so that Xy = ag, + ag, + -+ + ax, > a. (More
precisely we choose the smallest possible » with this property.) Then, as > a, = —oo,
we can add to this the first few negative numbers ay, ., a, ., - - ., ax, so that

Xy = (ag, +ap, + -+ ax,) + (akr+1+a;%+2+---+aks) < .

(Again we take s minimal with this property.) Now keep going; adding positive terms
a; to get bigger than o then immediately adding more negative ones so that the sum

becomes less than «, then immediately adding more positive terms et cetera.

Finally, we must check that the sum actually converges to a. This is the same idea
as in the proof of the Alternating Series test, but the notation is messy. More formally,
we have constructed the numbers X; > a, then X, < a, and X35 > «, etc. Let a,, be the
last number added to make X,; thus in the last paragraph a,, = ay, while ay, = ax,. The
key point to notice is that, as each ay; is chosen minimally, [X; — a| < |ay,| in each case.
But, by the n'" term test Theorem 8.1.4, lim;_, |as,| — 0 as j — oo. Therefore, by the
Sandwich Theorem 3.1.4, |X; — o] — 0 as j — oo. Which is exactly what we wanted to
prove. |

Strangely enough, for absolutely convergent series, taking rearrangements does not

change the sum.

Theorem 12.2.4. Let > 7 | a, be an absolutely convergent series, say with Y - a, = .

Then for any rearrangement y - by of > " a, we have Y " by, = {, as well.

Proof. Define the a;,a; and similarly b0, as in Notation 12.2.3. By Question 3(a)

n’»-’n n’»-'n
of the Exercise sheet for Week 11, > > | a;f is convergent, say with A =Y > at. Also,
obviously the partial sums {u, = Zfz:l a’} form an increasing sequence. Now, for any ¢,

the terms by ,...,b; appear in {af,...,a}} for some ¢ and hence the partial sums

t ¢ 9]
vtzg b:{ggazgga;.
1 n=1 n=1

n—
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Hence {v;};>; is an ascending and bounded sequence. Thus, by the Monotone Conver-
gence Theorem, it has a limit, say B. Notice also that B < A by Lemma 4.2.5. In
particular this also shows that > b, is absolutely convergent (if not then Question 3 of
the Exercise sheet for Week 11 would imply that > b} = 00). So we can reverse this
argument and see that each u, < B and hence that A < B.

In other words A = B.

Now repeat this argument for the a, (with decreasing sequences of partial sums) to

show that Y o a; =" b, Now >~ a, =2, ar+> 5, a, (use Question 3(a)
of the Exercise sheet for Week 11, again), and similarly > o b, = >, o b5 + >, b

Therefore we conclude that

an =D al+> a, = > b+ b= by

n>1 n>1 n>1 n>1 n>1 n>1

n*

One significant application of this result is that it tells us what happens when we
multiply power series. To set this up, recall the equation e”-e¥ = e**¥. In terms of power

series this should mean that

(25)(25)- (55)

(“should” because when you construct exponentials formally in next year’s Real Analysis
course you will proceed in the opposite direction: you define the exponential e as the
power series >~ x"/n!. This for example solves the problem of what exactly e is, but

it does mean that rules like e*e¥ = e**¥ are no longer “obvious”.)

Anyway, this displayed equation is true and actually works much more generally. To
prove this, we start with an analogous result for series. Here it is more natural to start
summing our power series at n = 0 rather than n = 1 and so the next few results will be

phrased in that way.

Theorem 12.2.5. Let >~ ja, and > - b, be absolutely convergent series, say with
Yo gan=Aand Y 2 b, = B.

Write Zi,jZO a;b; for the infinite sum consisting of the product, in any order, of every
term of the first series multiplied by every term of the second series. Then ZijZO a;b;

is absolutely convergent (in the sense that the sum ), .-, |a;b;| is also convergent) and
Zi,jzo aibj = AB.

Remark: One use of this theorem is when we need to make sense of a summation with
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two indices in an expression like Zi,jZO a;b;. The problem is that one does not want
to take something like > 7% (3 7 a;b;), since now one has an infinite sum of infinite
sums—which causes a whole new set of problems! We get around this by making it into
a single infinite sum ) ., ¢y,. But then one runs into the problem that there are many
different ways of choosing_the sum. The theorem says this does not matter since whatever

way you do it you get the same answer.

Proof. Recall from the Foundations of Pure Mathematics course that Zs X Zxq is
countable, so pick your favourite bijection ¢ : Z>o — Z>o X Z>g, and write it as ¢(m) =
(@1(m), d2(m)). Now set ¢ = ag,(m)bgy(m); thus the definition of >, . a;b; in the
statement of the theorem just means ) ., cm. Then, by considering the partial sums as
in the previous theorem, we see that the I_)artial sums 7; = > v _o |¢m| form an increasing

sequence of non-negative terms and certainly

v < X = (Z ]an|> (Z|bn|> for teN.
n=0 n=0

Therefore, by the Monotone Convergence Theorem again, the sequence {;} has a limit
bounded above by X. In other words

7:7§%|cm| <X - (fju) (nf;wn\).

But we can now apply Theorem 12.2.4 to conclude that, however we ordered the

terms, Zi,jzl a;b; must give the same number 7. Now, one way of constructing the
doubly infinite sum is for the (N + 1)? term to be (ijzo an> (Zivzo bn>. Since

N N
(Z an> (Z bn> — AB as N — oo,
n=0 n=0

it follows that in fact our sum ), >0 a;b; equals AB, as well.

Notice that since we only get one possible sum, Proposition 12.2.2 says the series must

be absolutely convergent. |

As a special case of the theorem we get:

Corollary 12.2.6. (Cauchy Product) Let Y a, and >~ b, be absolutely convergent
series, say with > >~ ja, = A and Y7 b, = B. Set ¢, =Y _, ayb,—, for each n.

Then Y~ ¢, converges absolutely with Y>> ¢, = AB.
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Proof. Once again, the given sequence of partial sums Z;:o ¢, is a subsequence of some
sequence of partial sums constructed from ), >0 @ibj. Therefore, by Theorem 6.1.3, it
also converges to AB. Once again, as we only get one possible sum, Proposition 12.2.2

says the series must be absolutely convergent. |

Finally we get the result on exponentials that we wanted:

Corollary 12.2.7. Let

o0 n

Blx) =Y~

n=0
Then E(x) is absolutely convergent for all x. Moreover for any x,y € R one has
E(x)E(y) = E(z +y).

Proof. Of course FE(z) is absolutely convergent for all x, by Example 11.1.8. The second
sentence follows from the Corollary 12.2.6 once one notices that (by using the Binomial

Theorem)

(z+y)" 1 u n! . oner " [z ym "
n! n n!;r!(n—r)!xy N 7! (n—r)/)"
[ |

As you might imagine, the Cauchy Product Theorem 12.2.6 and its variants can be

used to prove lots of other product formulas.

12.3 Analytic Functions

This section gives an indication of where you will go with power series and related topics

i future courses.

Let R be a positive real number or oo and suppose that the series Y~ a,z" has
radius of convergence R. Then for each z in the interval (—R, R) the series )~ a,z"
converges. Let us call its sum f(z). Then f: (=R, R) — R and

flz) = Z a,z".
n=0

Functions that can be obtained this way are called analytic (on (—R, R)).

One can now show that this analytic function f can be differentiated and that f’(x)
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is given by the result of differentiating the series term by term:

[o.¢]
= g na,z" L.
n=0

A fundamental fact is that the differentiated series has the same radius of convergence

as the original series, namely R. So we may differentiate again:

(o)
E n(n — 1)a,z" -2
n=0

and repeat this for any £ € N to obtain

Znn—l Y(n—2)-(n—k+Da,a"*.
n=0

Now the negative exponents of z do not actually appear (as their coefficients contain
a 0, so vanish) and we usually rewrite this series (by changing the variable of summation

from n to n + k) as

f®(z) = iawk(n +k)(n+k-1)n+k—=2)---(n+1)2"

n=0

Now if we put x = 0 in this expression then all the terms except the first vanish, and
we obtain the following formula for the coefficients of the original series in terms of the

function f:
F®(0) = Klay

or
F®(0)
ko

ap =

So, to summarise, analytic functions behave very nicely with respect to differentiation
(and integration and almost all other operations) and the coefficients a,, can easily be

determined. These functions therefore are very convenient to work with.
In the other direction suppose now that, rather than a power series, we are given a

function f : (=R, R) — R which can be differentiated as many times as we please. Does

it follow that it is an analytic function? Certainly we know what its power series must
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be, by the formula above, namely

— S0 .,
z% .

This power series is called the Taylor series of the function f and one might guess
that it converges to f(x) for all z € (=R, R). If you have calculated examples of Taylor
series before, like for e*, sinz or In(1 + z), then this has always been the case. And,

indeed, it is true with any “reasonable” function.

However, one can easily write down functions for which the Taylor series does not
converge (except at x = 0) and, rather more shockingly, there are also examples of
functions f : R — R whose Taylor series converges for all z (i.e. the radius of convergence

is 00) but do not converge to f(x) ...
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