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SECTION A

A1.

(i) Prove, by verifying the ε - δ definition, that

lim
x→−1

(
4x3 + 10x2 + 4x+ 1

)
= 3.

(ii) Prove, by verifying the ε -X definition, that

lim
x→+∞

4x2 + 3x+ 2

2x2 + 1
= 2.

(iii) Prove the Sandwich Rule: Suppose that f, g and h are three functions for which

h(x) ≤ f(x) ≤ g(x)

for all x in some deleted neighbourhood of a ∈ R. Assume further that limx→a h(x) = L and
limx→a g(x) = L. Prove that limx→a f(x) = L.

[20 marks]

A2.

(i) State carefully the Intermediate Value Theorem.

Prove that
ex = −2x3 + 7x

has at least three solutions in [−2, 2] .

(ii) Prove that if f is a function continuous on [a, b] then f attains its upper bound. That is, there
exists d ∈ [a, b] such that f(x) ≤ f(d) for all x ∈ [a, b] .

You may assume that a continuous function on the closed and bounded interval [a, b] is bounded.

(iii) State carefully Rolle’s Theorem.

Prove that
ex = −2x3 + 7x

has exactly three solutions in R.

[20 marks]
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A3.

(i) Given a function f whose first n derivatives exist at a ∈ R define the Taylor polynomial Tn,af(x)
of degree n at a.

(ii) Prove that if the first n+ 1 derivatives of f exist on an open interval I then

d

dt
Tn,tf(x) =

(x− t)n

n!
f (n+1)(t)

for all x, t ∈ I.

(iii) Calculate
T4,0

((
1− x2

)
ex
)
.

[20 marks]

A4.

(i) Let f : [a, b]→ R be a bounded function and let P = {xi : 0 ≤ i ≤ n} be a partition of [a, b] .

(a) Define the Upper Sum U(P , f) and Lower Sum L(P , f) , explaining the meaning of all
terms.

(b) Show that if y ∈ [a, b] and y /∈ P then

U(P ∪ {y} , f) ≤ U(P , f) .

(ii) Let f : [1, 4]→ R, x 7→ 1/x3 and, for every n ≥ 1, define the partition

Qn =
{
ηi : 0 ≤ i ≤ n

}
,

where ηn = 4. Prove that

L(Qn, f) =
15

16

1

η (η + 1)
.

Find a similar expression for U(Qn, f) .

Prove, by verifying the definition, that f is integrable over [1, 4] and find the value of the
integral.

[20 marks]
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A5. Recall that a function f : D → C is said to be differentiable at z0 ∈ C if

lim
z→z0

f(z)− f(z0)

z − z0

exists.

(i) Let D be a domain and suppose that f : D → C. State and prove the Cauchy-Riemann
Theorem.

(ii) Let g(z) = z2. Let g(x+ iy) = u(x, y)+ iv(x, y) where u, v denote the real and imaginary parts
of g, respectively. Show that u(x, y) = x2 − y2 and that v(x, y) = −2xy.

Use the Cauchy-Riemann Theorem to show that g is not differentiable at any point z0 ∈ C\{0}.

(iii) State, without proof, the Partial Converse to the Cauchy-Riemann Theorem that was discussed
in the course.

Is the function g (defined in (ii) above) differentiable at the origin? Justify your answer.

[20 marks]
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A6.

(i) Let D be a domain, let γ : [a, b]→ D be a path in D, and let f : D → C be continuous. Write
down the definition of the path integral

∫
γ
f .

(ii) Let γ : [a, b] → D be a path which starts at z0 = γ(a) and ends at z1 = γ(b). Recall that the
reversed path, denoted by −γ, is the path that starts at z1, travels ‘backwards’ along γ, and
ends at z0. A parametrisation of −γ is given by −γ(t) = γ(a+ b− t), a ≤ t ≤ b.

Suppose that f : D → C is continuous. Prove from the definition of the path integral that∫
−γ
f = −

∫
γ

f.

(iii) State, without proof, the Generalised Cauchy Theorem.

(iv) Let D = C \ {−1 + i, 1,−1 − i} and let γ, γ1, γ2, γ3 be closed contours in D, as illustrated in
Figure 1. Suppose that f : D → C is holomorphic and∫

γ1

f = 2 + 2i,

∫
γ2

f = 3 + 3i,

∫
γ3

f = 4 + 4i.

Figure 1: See Question B6(iv).

Write down the winding numbers w(γ,−1 + i), w(γ, 1), w(γ,−1− i).
Use the Generalised Cauchy Theorem to calculate

∫
γ
f .

[20 marks]
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A7.

(i) Supppose that f is holomorphic on the disc {z ∈ C | |z − z0| < R}. Let 0 < r < R. Let Cr
denote the circular contour Cr(t) = z0 + reit, 0 ≤ t ≤ 2π. Taylor’s Theorem gives the following
expression for the nth derivative of f at z0:

f (n)(z0) =
n!

2πi

∫
Cr

f(z)

(z − z0)n+1
dz

(you do not need to prove this).

Suppose that there exists M ≥ 0 such that |f(z)| ≤M for all z such that |z− z0| = r. Use the
above expression for f (n)(z0) and the Estimation Lemma to prove Cauchy’s Estimate, namely

|f (n)(z0)| ≤
Mn!

rn
.

(ii) Liouville’s Theorem states the following: Suppose that f : C→ C is holomorphic and bounded
on C (that is, there exists M > 0 such that |f(z)| ≤M for all z ∈ C). Then f is constant.

Deduce Liouville’s Theorem from Cauchy’s Estimate. (You may assume, without proof, that
if f ′(z) = 0 for all z ∈ C then f is constant.)

(iii) Suppose that f is holomorphic on the deleted disc {z ∈ C | 0 < |z − z0| < R}. What does it
mean (in terms of Laurent series) to say that z0 is a pole of order m? What does it mean to
say that z0 is an isolated essential singularity?

The functions below have singularities at 0. In each case, determine the nature of the singularity
at 0 and give a reason for your answer. If the singularity is a pole, state the order of the pole.

1

z3(1− z)
, z3 sin

1

z
.

(iv) Suppose that f(z) has a pole of order 2 at z0 and that g(z) has a pole of order 3 at z0. Let
h(z) = f(z)g(z). Prove that h has a pole at z0 and determine its order.

[20 marks]
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A8.

(i) State, without proof, Cauchy’s Residue Theorem.

(ii) Suppose that g is meromorphic on C with poles at 0, 1 + i and 2 + 2i and residues

Res(g, 0) =
2

i
, Res(g, 1 + i) =

3

i
, Res(g, 2 + 2i) =

5

i
.

Let γ1, γ2 be the closed contours as illustrated in Figure 2. Calculate
∫
γ1
g and

∫
γ2
g.

Figure 2: See Question B8(ii).

(iii) Let f : R→ R. Recall that
∫∞
−∞ f(x) dx is defined to be

lim
A→∞,B→∞

∫ B

−A
f(x) dx

where the limit is taken in either order, when it exists. The principal value P
∫∞
−∞ f(x) dx of

the integral is defined to be

lim
R→∞

∫ R

−R
f(x) dx.

State, without proof, a criterion on f which ensures that if the principal value of the integral
P
∫∞
−∞ f(x) dx exists then so does

∫∞
−∞ f(x) dx and the two quantities are the same.

(iv) Let

h(z) =
1

z2 + 8
.

Show that h satisfies the criterion you gave in (iii).
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Locate the singularites of h and determine their residues. (You may use any standard results
in the course for calculating residues, provided that you state them clearly.)

By integrating around a suitable D-shaped contour, show that∫ ∞
−∞

dx

x2 + 8
=

π

2
√

2
.

[20 marks]

END OF EXAMINATION PAPER
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