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**Summary/Abstract**

Traditionally, it has generally been assumed that adult speakers are in possession of syntactic categories such as NOUN (e.g., *boy, girl*) and VERB (e.g., *see, dance*). This chapter evaluates three possibilities for how children acquire these categories. The first is that syntactic categories are **innate** (i.e., present from – or even before – birth) and that acquisition consists of using incoming words’ semantic or distributional properties to assign them to the relevant category. The second possibility is that syntactic categories are **induced** from the input, via some kind of distributional clustering procedure (e.g., words that frequently appear after both *the* and *a* are often NOUNs). On this view, acquisition consists of gradually building classes that are, ultimately, largely the same as those posited under nativist approaches. The third possibility is that syntactic categories are **illusory**, and that acquisition consists of storing individual words, phrases and sentences, along with their meanings. Speakers produce and comprehend novel utterances by generalizing across these stored *exemplars*, but at no point form a free-standing abstraction that corresponds to a category such as NOUN or VERB. It will be argued that, although implausible on the surface, the third approach is ultimately the one most likely to yield a successful explanation.

**1.0 Introduction**

*’Twas brillig, and the slithy toves*

*Did gyre and gimble in the wabe.*

When it comes to discussions of syntactic category acquisition, an opening quotation from Lewis Carrol’s *Jabbwerocky* has become a cliché of the genre, but with good reason: Even if you have somehow never heard this poem before, it will be immediately clear that – for example *– I saw a tove; The tove danced; The boy gyred* and *The girl often gimbles* are possible sentences, whereas *\*A Tove saw I, \*Danced the tove, \*Gyred the boy* and *\*Gimbles often the girl* are not.

 The traditional explanation for such phenomena is that adult speakers have (a) syntactic categories such as NOUN (e.g., *boy, girl*) and VERB (e.g., *see, dance*), into which newly-learned words can be assimilated, and (b) knowledge of how these categories can be combined into phrases and sentences; for example, English sentences place the NOUN PHRASE before the VERB PHRASE, rather than after (*The tove danced*, not *\*Danced the tove*). Focussing mainly on lexical categories such as NOUN and VERB (as opposed to functional categories such as COMPLEMENTIZER and INFLECTION), the present chapter investigates three different types of proposal for how syntactic categories are acquired.

 The first holds that syntactic categories are **innate** (i.e., present from – or even before – birth) and that acquisition consists of assigning words in the input to the appropriate categories. The second holds that syntactic categories are **induced** from the input, and that acquisition consists of gradually building classes that are, ultimately, largely the same as those posited under nativist approaches (at least for lexical categories). The third holds that syntactic categories are **illusory**, and that acquisition consists of storing individual words, phrases and sentences, along with their meanings. Speakers produce and comprehend novel utterances by generalizing across these stored *exemplars*, but at no point form a free-standing abstraction that corresponds to a category such as NOUN or VERB.

 Many previous debates on the acquisition of syntactic categories (e.g., Valian-Pine-Yang on DETERMINER; Tomasello-Fisher on VERB) have focussed on the question of *when* these categories are acquired; i.e., “adult-like” (Valian, 1986; Pine & Martindale, 1996; Pine & Lieven, 1997; Valian, Solt & Stewart, 2009; Yang, 2010; Pine, Freudenthal, Krajewski & Gobet, 2013; Meylan, Frank, Roy & Levy, submitted; Tomasello, 2000; Fisher, 2002; Tomasello & Abbot-Smith, 2002; see Ambridge & Lieven, 2015, for a review). Rather than following this well-trodden path, the present chapter approaches the debate from a different angle, by focusing on the *what* and *how* of syntactic category acquisition. For each type of theory – innate, induced, illusory – we ask (a) *What* does adults’ knowledge of syntactic categories look like, and are the representations assumed consistent with the data? and (b) *How* do children acquire this knowledge, and are the acquisition mechanisms assumed consistent with the data?

**2.0 Innate syntactic categories**

A particularly clear statement of the nativist position is provided by Valian, Solt and Stewart (2009: 744).

The child begins with an abstract specification of syntactic categories and must learn the details of how those categories behave in her target language… Since, on our approach, the child begins with the abstract category, it is a form of nativism

In terms of adult representations, the classes assumed under such approaches are the linguist’s traditional basic level “syntactic categories such as Noun [e.g., *boy, girl*], Verb [e.g., *see, dance*], Preposition [e.g., *in, on*], and Determiner [e.g., *the, a*]” (Valian, 2014: 80 [examples added]). The question of the extent to which these representations are consistent with the adult data is one that is very difficult to answer. One possible argument against this claim is that languages vary greatly with regard to the syntactic categories that they employ (e.g., Haspelmath, 2007; Evans & Levinson, 2009). A counterargument is that these categories are merely a “toolkit” (Jackendoff, 2002: 263) from which individual languages may select. A second argument against the claim that adult knowledge is best characterized in terms of basic-level syntactic categories (e.g., VERB, NOUN) is that – *Jaberwocky* notwithstanding – membership of such coarse categories is actually quite a poor predictor of possible uses. For example, both *amuse* and *giggle* are VERBs, yet one can *amuse someone*, but not *\*giggle someone*. Similarly, both *snow* and snowflake are NOUNs, yet one can talk about *a snowflake* but not *\*a snow*. A counterargument is that the existence of basic-level syntactic categories does not preclude the existence of more detailed subcategories (e.g., intransitive vs transitive verbs [*giggle* vs *amuse*]; count vs mass nouns [*snowflake* vs *snow*]), and is required to explain some (almost?) exceptionless generalizations. For example, every English (main) VERB takes the morpheme *–s* to mark third-person singular present tense [e.g., *he see****s****; he dance****s***].

 Assuming, for the sake of argument, that every language contains at least one basic level syntactic category (perhaps NOUN) that captures at least some important distributional facts about the adult grammar, we now consider possible explanations for how children could identify instances of this category in the input.

 Pinker’s (1984) ***semantic bootstrapping*** hypothesis assumes not just innate syntactic categories of NOUN and VERB but also innate linking rules which map “name of person or thing” onto the former and “action or change of state” onto the latter (p.41). The advantage of this approach is that, unlike syntactic categories, semantic categories like “person or thing” are directly observable in both the real world and – provided the child knows the label – the linguistic input. At least under the original version of the theory, these linking rules are used merely to break into the system, and are rapidly discarded in favour of distributional analysis (of the type discussed in more detail in the “Induced” section). This allows children to assimilate nouns that do not name a person or thing (e.g., *idea, situation*) and verbs that do not name an action or state-change (e.g., *justify, cost*) into the relevant categories. As Pinker (1984: 61) acknowledges, a potential problem is that children will occasionally hear sentences such as *You will get a spanking* in which the action is denoted by a noun rather than a verb. In a later version of the theory, Pinker (1987) attempts to deal with this problem by making the linking rules probabilistic. A problem with this solution (Braine, 1992) is that it makes Pinker’s theory difficult to differentiate from non-nativist theories which assume that children group together items with similar semantic properties and syntactic distributions (as discussed in subsequent sections).

Christophe, Millotte, Bernal and Lidz’s (2008) ***prosodic bootstrapping*** hypothesis assumes that children first use prosodic information to split clauses into syntactic phrases (e.g. *[The boy] [is running]*; see Soderstrom, Seidl, Kemler-Nelson & Jusczyk, 2003, for empirical evidence). The child then uses function-word ‘flags’ – here, *the* and *is* – to assign the lexical content words to the relevant categories; here, *boy* to NOUN and *running* to VERB. Ambridge, Pine and Lieven (2014: e59) outline a number of problems for this hypothesis, but perhaps the major one is that these flags do not exist in all languages for which a NOUN and VERB category would normally be assumed (e.g., the equivalent Russian sentence *Mal'chik bezhit* consists solely of a noun and a verb). Even if this problem could be solved (perhaps, for example, by using noun case-marking and verb person-number marking morphemes as flags), it is unclear how children would know which word or morpheme is a flag to which category. For example, the knowledge that DETERMINERs (*the, a*) flag NOUN PHRASEs could be innately specified; but this raises the problem of how children know that *the* and *a* are determiners.

Mintz’s (2003: 112) ***frequent frames*** hypothesis is essentially a distributional-learning proposal of the type discussed in the “Induced” section, but differs in that it additionally posits a possible mechanism to “guide the linking between distributional categories and grammatical categories”, specifically assigning the label NOUN to the distributionally-defined cluster that contains concrete objects (using a Pinker-style innate linking rule). The label VERB would then be assigned to the largest unlabeled category – or if this does “not turn out to be viable cross-linguistically…the category whose members take the nouns as arguments”. Because the linking rule plays a role only after distributionally-defined clusters have been formed, Mintz’s (2003) learner is more resilient than Pinker’s (1984) to utterances with non-canonical linking (e.g., *You will get a spanking*; see above). As such, Mintz’s proposal is probably the most promising of the nativist accounts discussed here. A weakness of this account, however, is its failure to offer an explanation of how children link their distributionally-defined clusters to categories other than NOUN and VERB (e.g., DETERMINER, AUXILIARY, WH-WORD, and PRONOUN) that are also generally assumed to be innately specified by Universal Grammar.

In summary, nativist accounts have yet to solve the bootstrapping problem and provide a workable account of how the child identifies in the input all of the major syntactic categories. Indeed, the generativist research programme seems to have largely abandoned this question. In some ways this is surprising, given that if the bootstrapping problem could be solved, the rewards – in terms of explanatory power of nativist theory – would be huge.

**3.0 Induced syntactic categories**

While arguing against the idea that syntactic categories are innate, most researchers in the constructivist tradition make reference to categories such as NOUN and VERB when discussing the adult end-state. That said, it is often unclear whether such terms represent a theoretical commitment to something like traditional linguistic categories in the adult grammar (though not the young child’s) or simply a convenient shorthand for particular types of generalizations, perhaps including on-the-fly exemplar-based generalizations that are not represented independently (as discussed in the “Illusory” section). Indeed, many constructivist researchers have probably never asked themselves this question, or have done so and decided to remain agnostic. One exception is Tomasello (2003: 301) who discusses “paradigmatic categories such as noun and verb”, arguing that they are

formed through a process of functionally-based distributional analysis in which concrete linguistic items (such as words or phrases) that serve the same communicative function in utterances and constructions over time are grouped together into a category.

Although, in later work (Abbot-Smith & Tomasello, 2006), Tomasello argues for exemplar-based learning (as discussed in the “Illusory” section), the account proposed is “a kind of hybrid model comprising both abstractions and the retention of the exemplars of which those abstractions are composed” (p.276). Although the abstractions discussed by Abbot-Smith and Tomasello (2006) are mainly at the level of constructions (e.g., the SVO English transitive construction [*The man kicked the ball*]), presumably these include categories that correspond at least roughly to traditionally syntactic categories (e.g., the VERB slot of the SVO construction).

 Thus, at least on my reading of the literature, constructivist accounts generally assume that, although certainly absent at the start of development, something like traditional syntactic categories are present in the adult grammar (hence these accounts inherit many of the advantages and disadvantages of nativist approaches that share the latter part of this assumption). This raises the question of how children form these categories. The constructivist answer is via some form of distributional analysis. As we have seen above, many nativist accounts also assume a role for distributional analysis (e.g., Chomsky, 1955: section 34.5; Yang, 2008: 206; Pinker, 1984: 59; Mintz, 2003: 112; Valian et al, 2009: 744). The difference is that constructivist accounts assume that the distributionally-defined clusters are used directly in comprehension and production, rather than being linked up to innate categories.

Essentially, distributional analysis involves probabilistically grouping together words that appear in a similar set of distributional contexts; usually a window of predetermined size either side of the target (e.g., *a \_ is; the \_ on*). As this example illustrates, the type of distributional analysis that is typically investigated in experimental and computational clustering studies is based purely on form, rather than function or meaning Although this decision is understandable (since coding for function would be both laborious and very difficult to do objectively), it means that such studies are likely to underestimate the power of the *functionally-based* distributional analysis that, according to Tomasello (2003), children perform.

 That said, the classifications yielded on the basis of purely formal distributional analysis are reasonably impressive (see Cassani, Grimm, Daelemans and Gillis, in press, for a recent review, as well as a study of the type of distributional contexts that are most useful for classification). Computational studies (e.g., Cartwright & Brent, 1997; Chrupała & Alishahi, 2010; Leibbrandt, 2009; Mintz, 2003; Monaghan & Christiansen, 2004; Redington, Chater, & Finch, 1998; St. Clair, Monaghan, & Christiansen, 2010; Chemla, Mintz, Bernal & Christophe, 2009; Wang, Höhle, Ketrex, Küntay, & Mintz, 2011; though see Erkelens, 2008; Stumper, Bannard, Lieven & Tomasello, 2011) typically yield accuracy scores in the region of 70-80%, though for many models, completeness scores are much lower (often under 50%). (Accuracy is the percentage of words classified as – say – nouns that are actually nouns. Completeness is the percentage of words that are actually nouns that the model correctly classifies as such). Similar findings have also been observed in experimental artificial grammar learning studies (e.g., Mintz, Wang, & Li, 2014; Reeder, Newport, & Aslin, 2013; Monaghan, Chater & Christiansen, 2005), and studies conducted with infants (e.g., van Heugten & Johnson, 2010; Zhang, Shi, & Li, 2014). Finally, a number of corpus studies have demonstrated that useful distributional information is available in child-directed speech (e.g., Mintz, Newport & Bever, 2002; Monaghan et al, 2005; Feijoo, Muñoz, & Serrat, 2015).

 In an important sense, however, the success of distributional learning as a mechanism for inducing syntactic categories is unsurprising. After all, while some may have rough semantic correlates (e.g., NOUNs are often things [e.g., *ball*], VERBs often actions [*kick*]), ultimately syntactic categories are *defined* distributionally (e.g., *situation* and *cost* are, respectively, a NOUN and a VERB, but not a thing and an action). Thus, the fact that large corpora contain distributional cues to syntactic categories that can be uncovered by suitable algorithms is not so much an empirical finding as true by definition. The important question is *how* child learners exploit this distributional information (certainly not, as many models do, by batch-processing a large corpus).

 One attempt at a developmentally plausible account of distributional category formation is the model of Freudenthal, Pine, Jones and Gobet (2016). These authors applied the distributional learning approach of Redington et al (1998) to a previous computational model that learns language from the input in a slow and gradual fashion, by storing progressively-longer utterances (i.e., initially storing only the final word of an utterance, then the final two words and so on). This severely restricts the amount of distributional information that the model needs to consider, in line with the assumption that young children have a relatively low processing capacity (e.g., Gathercole, Pickering, Ambridge & Waring, 2004). For the same reason, the model does not store detailed frequency information, but simply a list of the words that have preceded or followed each target word in the input. Even with these modifications in place, this model shows similar accuracy levels to the much more computationally intensive models outlined above, and also simulates the so-called noun-bias in children’s learning. A problem for this model, however, is that completeness scores are low, even by the standards of the clustering models discussed above. Regardless of the successes and failures of this particular model, it highlights the importance of considering developmental plausibility as an important criterion for future models of syntactic-category induction.

**4.0 Illusory syntactic categories**

Although few researchers have proposed *exemplar-based* accounts of child language acquisition in particular (though see Abbot-Smith & Tomasello, 2006; Bod, 2009), exemplar-based models of language are well established in both theoretical linguistics (e.g., Langacker, 2000; Gahl & Yu, 2006; Bybee, 2013) and the computational literature (e.g., Skousen, 1992; Nosofsky, Kruschke & McKinley, 1992; Daelemans, Zavrel, Van der Sloot & Van den Bosch, 2010), as well as the categorization literature more generally (e.g., Medin, Altom & Murphy, 1984; Nosofsky, 1984; though see Smith, 2002). The distinction between the present chapter’s “Induced” and “Illusory” syntactic categories, as succinctly set out by Abbot-Smith and Tomasello (2006: 276), is

whether learners develop abstractions that supersede (and essentially efface) the experienced exemplars…or, alternatively, whether generalization occurs solely through online analogical comparison to a set of previously learned exemplars.

At first glance, exemplar-based models appear highly implausible, as they require speakers to store literally millions of utterances; perhaps every utterance ever encountered. Indeed, the *prima facie* impossibility of such rampant storage – as well as the apparent redundancy involved – is presumably what led linguists to propose syntactic categories in the first place: We surely can’t learn how each and every individual verb behaves, but we can learn how VERB – the category – behaves.

 However, when we set aside our intuitions and examine the empirical evidence, there is actually considerable support for an exemplar-based view of linguistic knowledge. Studies of sentence processing (e.g., Clifton, Frazier & Connine, 1984; Trueswell, Tanenhaus and Kello, 1993; MacDonald, 1994; Gahl, Jurafsky & Roland, 2004) show that adults are acutely sensitive to the fine-grained distributional properties of individual verbs, for example that *remember* is more often followed by **noun phrase** than ***sentence complements***

The detective remembered **the woman** > The detective remembered (***that) the woman was tall***

while *suspect* shows the opposite pattern

The detective suspected (***that) the woman was tall*** > The detective suspected **the woman**

Similar studies provide evidence that adults are sensitive to the frequency of particular *n*-grams; i.e., the frequency with which they have encountered particular two-word combinations (bigrams, e.g., *cup+of*) three-word combinations (trigrams, e.g., *cup+of+tea*) and so on (e.g., Sosa & MacFarlane, 2002;McDonald & Shillcock, 2003; Tremblay & Baayen, 2010; Arnon & Snider, 2010; Siyanova-Chanturia, Conklin, and van Heuven, 2011; Janssen & Barber, 2012). One way to account for this knowledge would be to posit that learners maintain – and continuously update in real-time – an inventory of the frequency with which every possible bigram, trigram (and so on) has occurred in the input. By comparison with this possibility, the exemplar-based alternative – that learners are simply storing the original sentence strings – begins to look far less implausible.

 The fact that detailed probabilistic information about the attested combinatorial properties of individual words is (somehow) stored in learners’ memories has an important implication for the debate regarding syntactic category acquisition. In addition to storing detailed probabilistic information about how each and every individual verb behaves, learners *could* also store information about how an induced VERB category behaves. And it might well turn out that they do. But they do not *need* to: All of the information that would be stored at the level of an induced VERB category is already stored in memory. On the assumption that individual lexical strings are stored, all the distributional information that a clustering algorithm would use to induce a VERB category is already there. Thus standalone syntactic categories need not be represented at all. The work traditionally done by a category can instead be done by an on-the-fly analogical generalization across the stored exemplars. As Langacker (2000) puts it, a VERB category (or any other category or generalization) is “immanent in its instantiations”.

 Thus, there is reasonably good evidence for at least some degree of exemplar representation amongst adult speakers. When it comes to building an exemplar-based account of language *acquisition*, the devil is in the detail. It is one thing to provide evidence that learners could in principle acquire language by storing strings and generalizing across them; quite another to provide a testable account of how this generalization procedure works, which, ultimately, would presumably have to take the form of a computational model. To date, no such detailed account has been proposed. Although there exist models that generalize across input strings in a limited way (e.g., Freudenthal, Pine & Gobet, 2005; 2016), both their performance and their psychological plausibility are limited by the fact that they operate solely on the basis of surface form, and do not represent words’ functional or semantic properties. Given that such similarities are almost certainly a powerful cue to shared syntactic category membership for real learners (e.g., Tomasello, 2003), a future goal must be to build models that incorporate this type of information.

 In the meantime it is important to note that, at the level of surface form, even young children demonstrate considerable evidence of exemplar storage. This includes knowledge of verb’s fine-grained distributional properties (e.g., that *give* occurs more frequently in double-object than prepositional datives, e.g., *Give me that > Give that to me*) and – more generally – of *n-*gram frequencies (e.g., that *drink+of+milk* is a more frequent trigram than *drink+of+tea* in child-directed English [even British English!]). Evidence of this knowledge comes from a number of different paradigms including grammaticality judgments (e.g., Ambridge, Bidgood, Twomey, Pine, Rowland & Freundenthal, 2015), syntactic priming (e.g., Peter, Chang, Pine, Blything & Rowland, 2015) and elicited production/imitation tasks (Bannard & Matthews, 2008; Matthews & Bannard, 2010; Arnon & Clark, 2011). Thus, while we have barely begun to understand how they generalize across them, the fact that even young children store multi-word linguistic exemplars is already well established.

**5.0 Conclusion**

Although positing **innate** categories might appear, on the surface, to solve the problem of syntactic category acquisition, this is simply to replace one difficult question with another: how learners identify instances of these innate categories in their input. Accounts under which syntactic categories are **induced** are on a stronger empirical footing, given that (unlike, for example, the *semantic*- and *prosodic-bootstrapping* hypotheses) they have been implemented as testable computational models that yield reasonably accurate classifications. However, given the evidence that both adults and children copiously store exactly the kind of distributional information on which these clustering algorithms rely, there seems to be no good reason to assume that learners additionally store the outputs of these algorithms in the form of free-standing syntactic categories. Thus, although there remains much work to be done to arrive at an account of exactly *how* this process works, an account under which learners produce and comprehend language by generalizing across stored exemplars seems to offer the most promising solution. As such, my tentative conclusion is this: Syntactic categories are **illusory**.
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