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Analysis of qualitative data is strengthened through ability and experience in: 
· organising and handling data
· working from different theoretical perspectives
· focusing on different approaches to language and discourse 
· understanding the implications of analysis choices for ongoing data generation
Aims of this session: 

1. explore how challenges in analysing qualitative data have immediate implications… 

2. … particularly, in the systems and approaches adopted and developed for organising and handling qualitative data
A. What is the purpose of data analysis? 

Task 1. Some people argue that data speak for themselves. What arguments would you use to convince someone that it is important to consider how we approach the analysis of data?  

B. Looking ahead - some key challenges 
Challenge 1 – the significance of context: One particular challenge in qualitative research is the centrality of language, its meaning and context. Making sense of a speech utterance is more than just making a mental translation of the words. In much of everyday social interaction and the speech that it generates, there is a high degree of indexicality (Layder 1994, p.83)… For a speech utterance to retain the meaning(s) that it had at the time it was uttered (assuming that it is possible to ascribe a meaning to a piece of speech with any degree of certainty) then it must be seen in the context of the surrounding speech and comments (and ideally the body language and non-verbal communication as well). 
Task 2.  How can we organise and manage data to be able to meet this challenge? 
Challenge 2 - validity:  The field research must seek out contradiction and contrary evidence for points as they develop; any building up of theory must be associated with the search for knocking down again. Falsification is one of the most rigorous tests to which a scientific proposition can be subjected: if just one observation does not fit with the proposition it is considered not valid generally and must therefore be either revised or rejected. Popper used the now famous example of, 'All swans are white,' and proposed that just one observation of a single black swan would falsify this proposition and in this way have general significance and stimulate further investigations and theory-building. The case study is well suited for identifying 'black swans' because of its in-depth approach: what appears to be 'white' often turns out on closer examination to be 'black.' 

As Popper has stressed, and Schon (1991) concludes in examining a series of case studies, validity is served only if alternative hypotheses to the one advanced can be created and then tested. To this end, it is important that the underlying ontological framework or “underlying story” (Schon, 1991 p348) fits well with the research approach. 

For example, in many qualitative studies, the assumption is made that interviewees tell the truth as they know it. Is this a problem? In a study of World Bank project officers, Mattingley (1991) discovered that they would willingly tell stories, and seem to reflect on the meaning of the stories for the future of projects. However, participating in reflection in such a bureaucratic structure was actually very threatening for the participants. Consequently, the stories told were often not true, taken from reports on what was said to have changed rather than what was actually in place on the ground. 
Task 2 continued: 
Challenge 3 – data overload: Wolcott (1994) in his discussion of qualitative analysis makes a distinction between analysis that is data management, in other words, that is concerned with the more effective handling of data, and analytic procedures, where features and relationships are revealed. It is the common experience of researchers carrying out qualitative analysis that such work requires careful and complex management of large amounts of texts, codes, memos, notes and so on. The prerequisite of really effective qualitative analysis, it could be said, is efficient, consistent and systematic data management.

Task 2 continued: 
C. Examples of approaches used
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	placement
	qsort interview
	semi-stuctured interview
	observation
	report
	letters

	
	Volunteer
	colleague
	volunteer
	colleague
	other
	home
	work
	
	to me
	to other

	Dom
	
	
	
	
	
	
	
	
	
	

	Edmund
	
	
	
	
	
	
	
	
	
	

	Jon
	
	
	
	
	
	
	
	
	
	

	Inggrid
	
	
	
	
	
	
	
	
	
	

	etc
	
	
	
	
	
	
	
	
	
	


2. Construct and follow logical paths: steps in analysis and further data generation
a) Starting from a series of descriptions of placements, not just problematic but quite full. In terms of NUD_IST this will be using only the document browser on one or two stories. I have started to do this. 

b) Dissect these tales in the telling, without losing sight of the people and specific context that they describe, looking for factors which differentiate and those which link. What would be good for a start is to identify a series of 'events' that happen in volunteer placements, or a series of roles... etc. And then see how they occur in different combinations in relation to the adjudged success.... I have done this in the forming up of a new concept tree, which enables me to look at person, institution and context in relationship.

c) Elaborating a contextualised picture of cross-cultural learning with some important features. The next step towards this is the manual coding of the files I have in PhD2, and although I have started to do this there is much more to do. 

d) Test that against other experience and stories. This is where I begin to add all the other files into the picture. And this requires that I have a fairly well-organised tree of concepts, which I know does not need severe alteration. 

All of these suggestions (and this should be a standard part of my procedure) need checking for negative cases and refining in the light of the those findings. That is the main strategy: to see these placements as testing grounds for hypotheses. 

3. Organising data in a single chronologically-organised file

Word processors, like mechanised index cards, punched cards or filing systems, greatly improve and make more efficient, the traditional "cut and paste" method of coding and retrieving information. That is, once data has been thoroughly coded manually by the researcher, the word processor cut and paste functions can be used to create separate files for all data coded according to each category. Memos and notes can also be added as appropriate. This allows all data relevant to each code to be printed and examined or even pasted into published output. It is also possible to use in-built word processor facilities to "find", "edit", "go to" for searching data for coding

4. Data display: spreadsheets, mind maps
5. Atlas-ti and other software

D. Example of reporting of data analysis 
We might “paraphrase the anthropologist Gregory Bateson (Harries-Jones, 1995) and say that it takes two studies to present one in qualitative research. One study is the "official" research project and the other study is the study about that study. In a well-done qualitative research study, in addition to seeing the results of the labor, the reader should have ample opportunities to examine the particulars of the inquiry: What choices were made by the researcher in the construction of the study, what were the steps in the process of forming the research questions, selecting a site, generating and collecting the data, processing and analyzing the data, and selecting the data exemplars for the paper or presentation”. http://www.nova.edu/ssss/QR/QR2-3/presenting.html (Chenail 1995)
From study about end-of-life decisions (Callahan, Maldonado et al. 2003)
Design

An exploratory, qualitative collective case study design was used to gain understanding of the participants' experiences (Yin, 1989). A narrative format, the telling of people's stories, was employed in the interviews. The narratives described thoughts, emotions, and interactions with others that occurred after the study's participants attended the Five Wishes seminar (Denzin & Lincoln, 1994). The researchers used taped, verbatim-transcribed interviews, observations, artifacts, and the participants' Five Wishes documents as data to provide a detailed picture (Creswell, 1998).

A constructivist approach most closely parallels the philosophical underpinnings of this study. This approach assumes an "emphasis on the world of experience as it is lived, felt, undergone by social actors….what we take to be objective knowledge and truth is the result of perspective…" (Schwandt, 1998, p. 236). What participants perceive as real is a construction of their minds. Individuals can have multiple, often conflicting constructions, and all have meaning for them (Denzin & Lincoln, 1998).

Data Generation, Collection, and Processing

Participants. A purposeful sample was chosen for their shared experience of attending a Five Wishes seminar. The self-selected sample of nine participants included one man and eight women. See the Appendix for a description of the participants. Many people who attended the seminar were from various fields of work and could have participated in the study. However, all those who volunteered to participate were involved in health care. In addition, each of the nine had experienced the death of a loved one and felt able to talk about it. The study was explained to seminar attendees, and those participants who volunteered for the study were asked to answer the following questions: (1) Considering the sensitive nature of EOL care decisions, would you be able to participate in a study that asks questions about your feelings and experiences regarding attending this EOL seminar? And (2) Will you be able to communicate your EOL care decisions and your experiences of facing these decisions to the researchers? Those who indicated they would be able to participate were asked to contact the researchers to further discuss the nature of the study and arrange for the interviews.

Observational data. Context analysis included several types of observational data. The researchers noted and recorded physical responses of participants such as tone of voice, body language, and facial expressions. They also examined items such as family pictures, lifestyle posters (developed by each participant), and religious articles. It was the hope of the researchers that examining these symbols would assist in understanding patterns and cultural themes (Creswell, 1998). 

Document data. Each participant's Five Wishes document was also part of the context analysis. Historically, advance directives (AD) only addressed the letter of the law as set out by the PSDA (1990). However, Five Wishes is an innovative AD document that goes beyond EOL care questions to deal with personal, emotional, and spiritual issues to help people who are caught in the dilemma between using advanced healthcare technology, which can prolong death and suffering, and using palliative or hospice care which can help people die with dignity. Further, it can assist people in decision making about how they want to be treated when they are in a terminal situation by addressing the "whole" person and not just the physical being (Silva, 1997). 

Specifically, the Five Wishes (Callahan, 2000; Callahan & Towey, 1997) is a living will with Advanced Directives (AD) that asks the participants to think about the following: (1) The person I want to make care decisions for me when I can't (2) The kind of medical treatment I want or don't want (3) How comfortable I want to be (4) How I want people to treat me (5) What I want my loved ones to know. 

The interviews. Examination of the literature regarding EOL care decision-making led to the development of the eight semi-structured interview questions regarding psychological and emotional concerns. The questions were: After the Five Wishes seminar, (1) What did you think about? (2) How did it feel thinking about these thoughts? (3) What emotions did these thoughts stir up? (4) Did you talk to anyone about these thoughts? (5) If you talked to someone about this experience, to whom did you speak? (6) What did you talk about? (7) How did it feel to talk about this to this person? (8) What emotions did this experience stir up? (Canine, 1996; Hill & Shirley, 1992; Nuland, 1993; Widera-Wysoczanska, 1999). 

Data collection and processing. The interviews, conducted in the homes or offices of the participants, lasted from 60 to 90 minutes. The researchers ensured that all interviews were consistent by using the same interview questions and allowing the participants as much time as they wished to respond to each question. Tentative ideas regarding categories and relationships began from listening to the tapes and reading and re-reading the verbatim transcriptions and field notes (Maxwell, 1996).

Verbatim transcriptions of the audiotapes provided a copy of the interview for the purpose of analysis (Maxwell, 1996; Silverman, 2000) and an "audit trail" that would leave evidence so others could "reconstruct the process by which the investigators reached their conclusion" (Morse 1994, p. 230). At the end of the study, the tapes were erased.

Data Analysis

Content and context analyses were employed. Content analysis was the central technique used to identify the concepts, categories, and themes that the interviewees revealed in their responses. The transcripts were read word for word while listening to the audiotapes to assure accuracy of the transcripts of the interviews. Each response to the interview questions was reviewed on a line-by-line basis. For each response to a given question, units of information: words, phrases, and concepts were identified. After units of information were identified, they were coded into subcategories and categories to determine themes (Berg, 1995; Maxwell, 1996). The subcategories were grouped into broader or core categories. Thematic connections and recurring patterns began to emerge from sorting the data into subcategories and categories (Denzin & Lincoln, 1994).

The researchers used the ATLAS.ti software for additional textual analysis of transcripts, following the general steps suggested when working with ATLAS/ti: 

1. Transcribed all of the interviews and then created an "idea container" which was meant to enclose all the data and findings, codes, memos, and observations under a single name, calling this a "Hermeneutic Unit" (HU). 

2. Associated the collective data files 

3. Read and selected text passages that were of further interest, assigning code words ("coding") or memos. 

4. Compared data segments equally coded and assigned more files from the different interviews to the project. 

5. Organized the documents, codes, and memos using "Families." 

6. Built semantic networks from the codes created in the first phase of the research. These networks, together with codes and memos were cornerstones of the emerging theories and themes. 

7. Analysis resulted in a close correspondence regarding categories and subcategories already discovered by the researchers. The software analysis helped to identify relevant ideas and quotations from the participants to support the appropriate categories (Creswell, 1998). 

Steps to Ensure Trustworthiness

Reliability or trustworthiness refers to dependability over time and across researchers and methods (Creswell, 1998; Lincoln & Guba, 1985; Miles & Huberman, 1994). Data were collected until saturation occurred with redundancy of categories and themes across the nine interviews. Additional participants could have been included in the study, but it did appear saturation had been reached, as no new data appeared to be forthcoming. This study employed triangulation to enhance trustworthiness. Software was used to confirm the researchers' coded categories and themes. 

Peer review provided feedback regarding methodology, coding procedures, and reliability procedures and verified that the subcategories, core categories, and themes accurately reflected the meanings of the participants' experiences. Transcripts of two randomly-selected cases were read and analyzed by two EOL care experts who checked for undisclosed researcher bias, accuracy, and to confirm emerging findings (Johnson, 1997; Krefting, 1991; Lincoln & Guba, 1985). 

The EOL experts were chosen because together they had over 45 years of EOL care counseling experience. One of the researchers who had worked many years with these two experts believed they would be qualified to verify the outcomes of the research. Both are active members of ethics committees in a number of community settings, i.e., hospitals, nursing homes, hospice, and community committees. Their perspectives were also invaluable because of their professional backgrounds. One is a physician/minister and chair of an ethics committee at a major city hospital, and the other is a deacon in the Catholic Church who works as a spiritual counselor for a major hospice organization. The researchers believe that having this mix of medical, ethical, and clerical knowledge is salient and important to the validation of the study.

Member checks were used to verify the researchers' interpretations. (Creswell, 1998; Merriam, 1988; Miles & Huberman, 1984). Credibility, paralleling internal validity, addressed the issue of assurances of congruence between participants' views and expressed values and the reconstruction and representation of their views and experiences. Member checking was conducted in the following manner:

Each participant was notified that they would be receiving a copy of the transcript, an audio tape, and a copy of notes consisting of observations and impressions of the researchers. Participants were asked to listen to the audiotape and to read the information submitted to them. They were notified that in one week they would be called and asked the following questions: 

1. Upon reflection, did they believe the transcript was accurate? 

2. Did the information clearly convey their message? 

3. Were there any changes, additions, or deletions? 

4. Did they have any suggestions to make their story more clear? 

Multiple data sources were combined to create the themes in the Findings section. The interview transcripts were the primary source of data because of their length and coverage of the questions. Researcher field notes of observations provided data regarding the artifacts in the participants' homes or offices and some of their responses such as laughing and body language. The participants' Five Wishes documents--those that were completed-were added to a construct a detailed picture (Creswell, 1998).
Task 3. Discuss and make notes: What do the authors say about the ways they have addressed challenges of context, validity and data overload? 

E. You and your study

Task 4: discuss and record

1. Summarise your possible or likely research question or questions

2. Summarise your possible or likely approach to analysis (theoretical framework, methodological commitments)

3. What are the implications of your approach to analysis for your systems for organising and managing data?
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After all the data have been collected and the analysis has been completed, the next major task for qualitative researchers is to re-present the study in the form of a paper or a lecture. The challenge of converting mounds of data and analysis can be quite overwhelming even for the experienced researcher. To help you with your efforts at presenting qualitative research in your papers and in your talks, I ask you to consider the following ideas: Openness, Data as Star, Juxtaposition, and Data Presentation Strategies.



Andy Howes, Nov 2007


