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a b s t r a c t 

For modeling turbulent flow, the near-wall domain decomposition (NDD) approach initially proposed by 

the second author and recently developed in a number of papers proved to be very efficient. It leads to a 

non-overlapping domain decomposition with a Robin-to-Dirichlet map between an inner (near-wall) and 

outer regions. The regions are linked with each other via interface boundary conditions of Robin type 

which equivalently replace both the boundary conditions at the wall and simplified governing equations 

in the inner region. As has been shown, this approach can reduce the computational time by one order of 

magnitude while retaining sufficiently high accuracy. In the current paper, for the first time the technique 

is extended to compressible gas flows. In addition, it is modified to include an exact domain decompo- 

sition applied to the original Reynolds-averaged Navier-Stokes equations (RANS) without any simplifica- 

tions near the wall. The efficiency and accuracy of the algorithm are demonstrated on a number of test 

cases with the use of the Spalart-Allmaras turbulence model for compressible flows implemented in the 

in-house code “FlowModellium”. Apart from the approximate NDD (ANDD) based on the thin boundary 

layer model, for the first time an exact NDD (ENDD) is implemented. The interface boundary conditions in 

both ANDD and ENDD approaches are consistent. Thereby, the ENDD can effectively complete the ANDD 

approach when it is needed. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

In the modern computational fluid dynamics, adequate predic-

ion of turbulent boundary layers remains one of the main chal-

enges. Due to no-slip boundary conditions and damping effect, a

ery thin laminar sublayer is formed near the wall. Despite the

hickness of this area is only about 1% of the typical space scale

n the normal to the wall direction, its resolution takes up to 90%

f the total computational time [1] . One can expect that for engi-

eering applications domain decomposition should be an effective

pproach to tackle this problem. The simplest way to implement

 domain decomposition is based on wall functions (WFs) [3,4] .

or that the Reynolds Averaged Navier-Stokes (RANS) equations are

onsidered in an isotropic formulation. Then, the effect of the wall

s taken into account via the use of semi-empirical off-wall Dirich-
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et boundary conditions typically formulated at the centre of cells

djacent to the wall. 

Although WFs are widely used in engineering applications be-

ause of their computational efficiency, their application range is

ery limited. In particular, they often contain tunable parameters

nd do not take into account the effects of pressure gradient and

ther forces. The computed solution can be mesh sensitive and ap-

lications of WFs to flows with complex geometries and boundary

ayer separation are very problematic. There exist advanced WFs

see e.g. [5–8] ) in which some of the problems mentioned above

re resolved. However, they are not able to overcome all the prob-

ems since they have a fairly limited basis. 

The near-wall domain decomposition (NDD) represents an al-

ernative to the WFs. It was proposed in [11,12] and [13] as an al-

orithm to transfer the boundary condition from the wall to an

nterface boundary. If in the inner region the governing equations

orrespond to a thin boundary layer (TBL) model, then the inter-

ace boundary conditions (IBCs) are always of Robin type. They

an equivalently replace the governing equations in the inner re-

ion [14] . As soon as the solution in the outer region is obtained,

https://doi.org/10.1016/j.compfluid.2020.104629
http://www.ScienceDirect.com
http://www.elsevier.com/locate/compfluid
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compfluid.2020.104629&domain=pdf
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the inner-region solution can immediately be calculated. Thus, the

NDD amounts to a non-overlapping domain decomposition. The

IBCs are mostly formulated in a uniform manner for all dependent

variables. They are mesh independent and do not contain free pa-

rameters. Moreover, IBCs of Robin type are more robust than those

of Dirichlet or Neumann type [15] . As shown in [16] and [17] , in

the case of multidimensional and unsteady models in the inner re-

gion, the IBC must be nonlocal in space and time, respectively. In

[16] nonlocal boundary conditions are implemented via an approx-

imation of the Steklov-Poincaré operator. The unsteady IBC contain

a memory term, and its presence can play a crucial role for the

accuracy of prediction in the case of essentially unsteady flows as

has recently been shown in [24,26] for a pulsating channel laminar

flow. 

The NDD approach outlined above is approximate since the res-

olution of the inner region is based on a thin-layer model. In addi-

tion, it assumes an approximate profile for the turbulent viscosity

coefficient in the inner region to be known. Thus, there is a trade-

off between the accuracy and computational time which is deter-

mined by the location of the interface boundary. If it is situated

closer to the wall, then the accuracy and computational cost both

increase and vice versa. The efficiency of NDD for engineering ap-

plications was demonstrated in [18,22] and [23] . It was shown that

the NDD allows the computational time to be reduced as much as

one order of magnitude while retaining sufficiently high accuracy. 

So far the NDD has not been used for modeling compressible

gas flows. In addition, its application becomes very problematic for

complex geometries and transition regimes. Although the NDD was

successfully used to laminar-turbulent transition in the framework

of the boundary layer model [2] , its use for the Navier-Stokes equa-

tions failed because of a poor approximation for the turbulent vis-

cosity coefficient in the inner region. 

In the present paper, the domain decomposition algorithm is

extended to compressible gas. The extension requires a resolution

of the density in the inner region. A principal finding is related

to the continuity equation. This equation is not taken into account

by the main algorithm of NDD. As noted in [18] , the conservation

law of mass can be violated. To prevent this, an integral algorithm

was proposed which was based on the assumption of incompress-

ible fluid. In the present paper an alternative is developed. In ad-

dition, to make the entire algorithm more universal, the approx-

imate NDD approach is modified to an exact NDD in which full

RANS equations are solved in the inner region. The resulting new

method is implemented in the in-house code “FlowModellium ”
[19–21] , which is used to run all presented calculations. 

The rest of the paper is organized as follows. Section 2 con-

tains the governing equations. The basic numerical method is for-

mulated in Section 3 . In Section 4 formulation and implementation

of approximate near-wall decomposition (ANDD) are discussed. Ex-

act near-wall decomposition (ENDD) is described in Section 5 .

Section 6 contains computational tests for ANDD and ENDD meth-

ods. The compressible flow over the following geometries are con-

sidered: plane with cylindrically blunted leading edge, half cylin-

der, compression corner and a body with sharp edge. Comparison

of ANDD and ENDD approaches with respect to accuracy and com-

putational cost is provided for the half cylinder flow. All computed

results are compared with the one-block solution (without decom-

position). Analysis of such comparisons is provided. Finally, conclu-

sions are drawn in Section 7 . 

2. Governing equations and turbulence model 

Gas state at position x = (x 1 , x 2 , x 3 ) 
T at time moment t is char-

acterized by density ρ , velocity u = (u 1 , u 2 , u 3 ) 
T , pressure p and

energy per unit volume E . In the dimensional form the governing
quations are given by 

∂ 

∂t 
U + ∇( F − F v ) = S ( U ) , F = ( F 1 , F 2 , F 3 ) , F v = ( F v 1 , F 

v 
2 , F 

v 
3 ) , (1)

here U is vector of conserved variables, F , F v are tensors of con-

ective and viscous fluxes, S is the source term: 

 = 

⎛ 

⎜ ⎜ ⎝ 

ρ
ρu 1 

ρu 2 

ρu 3 

E 

⎞ 

⎟ ⎟ ⎠ 

, F k = 

⎛ 

⎜ ⎜ ⎝ 

ρu k 

ρu 1 u k + δ1 k p 
ρu 2 u k + δ2 k p 
ρu 3 u k + δ3 k p 

(E + p) u k 

⎞ 

⎟ ⎟ ⎠ 

, F v k = 

⎛ 

⎜ ⎜ ⎝ 

0 

τ1 k 

τ2 k 

τ3 k 

u αταk − q k 

⎞ 

⎟ ⎟ ⎠ 

. 

Here, τ ij , q k are components of stress tensor and heat flux vec-

or, p = ρR g T ( R g is gas constant), E = ρ(e + 

1 
2 u αu α) ( e is inter-

al energy per unit mass). For the laminar flow the source term

s S = 0 . For turbulent flows a modification SA-nonft2 of Spalart-

llmaras model is used [25] . Eq. (1) are supplemented by an addi-

ional equation, so that vectors U , F k , F 
v 
k , S have an additional 6th

omponent 

(6) = ρ ˜ ν, F k (6) = ρ ˜ νu k , F v k (6) = 

ρ

σ

(
(ν + ˜ ν) 

∂ ̃  ν

∂x k 

)
, 

(6) = S sa . (2)

ere, ˜ ν is the turbulent variable, the full viscosity is given by

= μmol + μt , full heat conductivity λ = λmol + λt , where μmol is

olecular viscosity, μt turbulent viscosity 

t = ρ ˜ ν f v 1 , (3)

mol is the molecular heat conductivity coefficient, λt is the turbu-

ent heat conductivity. Then, we have 

S sa = c b1 ρ ˜ S ̃  ν + c w 1 f w 

ρ

(
˜ ν

d 

)2 

+ c b2 

ρ

σ

∂ ̃  ν

∂x k 

∂ ̃  ν

∂x k 

˜ S = S + 

˜ ν

κ2 d 2 
f v 2 , S = 

√ 

2 W i j W i j , W i j = 

1 

2 

(
∂u i 

∂x j 
− ∂u j 

∂x i 

)

f v 1 = 

χ3 

χ3 + c 3 v 1 
, χ = 

˜ ν

νmol 

, f v 2 = 1 − χ

1 + χ f v 1 
, 

f w 

= g 

[
1 + c 6 w 3 

g 6 + c 6 
w 3 

]1 / 6 

g = r + c w 2 (r 6 − r) , r = min 

(
˜ ν

˜ S κ2 d 2 
, 10 

)
, 

here the values of the coefficients are 

 b1 = 0 . 1355 , c b2 = 0 . 622 , c v 1 = 7 . 1 , 

c w 2 = 0 . 3 , c w 3 = 2 , c w 1 = 

c b1 

k 2 
+ 

1 + c b1 

σ
, 

σ = 2 / 3 , κ = 0 . 41 . 

The turbulent heat conduction coefficient is given by λt =
 p μt / Pr t ; with the turbulent Prandtl number Pr t = 0 . 85 . 

While setting up boundary conditions, the turbulent viscosity

t the wall is set to zero, whereas at the free-stream it is assumed

o be triple value of the molecular free-stream viscosity. 

. Numerical method 

The outlined equations are solved using the implicit finite-

olume numerical method, described in [19–21] and implemented

n the in-house code “FlowModellium ”. Let us re-write system

1) by integrating it in each spatial cell C i in the computational

omain and using Gauss-Ostrogradsky theorem as follows: 

( ̄U i ) t = R i = − 1 

| C i | 
∑ 

f j ∈F(C i ) 

(
� ji − �v 

ji 

)
+ S̄ i , i = 1 , . . . , N c (4)

here Ū i is the cell average of the unknown vector. Inviscid fluxes

ji are approximated using the Riemann problem solution, viscous
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dy y ∗ 0 μ(ξ ) 0 μ(ξ ) 
uxes �v 
ji 

and the source term S̄ i are computed by using the ap-

roximation of the involved spatial derivatives. As a result, system

4) becomes the system of nonlinear ODEs: 

dW (t) 

dt 
= R (W (t)) , (5) 

here 

 = 

⎡ 

⎢ ⎣ 

Ū 1 

Ū 2 

. . . 

Ū N c 

⎤ 

⎥ ⎦ 

, R (W ) = 

⎡ 

⎢ ⎣ 

R 1 (W ) 
R 2 (W ) 

. . . 

R N c (W ) 

⎤ 

⎥ ⎦ 

(6) 

The use of an implicit Euler approximation in time results in

he following algebraic system of equations for time increments

W 

I − t 
∂R 

∂W 

( W 

n ) 

]
W = A W = tR (W 

n ) , (7) 

hich is solved using LU-SGS scheme [27,28] . Its modifications in

he context of the present method are discussed in [20,21] . The

tationary solution is found by time marching until the following

ondition is satisfied 

 R (W 

n ) ‖ / ‖ R (W 

1 ) ‖ < ε, (8)

here usually we use ε = 10 −6 . 

For efficient solution of the problem the current work employs

he near-wall domain decomposition method, outlined in detail be-

ow. In order to implement the method, the computational do-

ain is split into two parts: inner near-wall part and external part.

wo approaches are considered in the present work: ANDD and

NDD approaches. In both ENDD and ANDD the boundary condi-

ions of Robin type at the interface boundary are formally con-

istent. Moreover, in both approaches the governing equations are

olved in the outer region without any simplifications. However,

n the ANDD the governing equations are simplified in the inner

egion using the thin-layer (TBL) model whereas in ENDD full gov-

rning equations are solved. 

It should be noted that high-Re turbulence models use rather

oarse computational meshes with the larger first cell size. One of

he advantages of ANDD is that there is no need to construct a sep-

rate mesh. The near-wall inner region can be constructed directly

sing a low-Re computational mesh. Such a mesh can be immedi-

tely used in the outer region. In the inner region the mesh can be

ocally generated from each node at the interface boundary to the

all. In the next section the implementation of ANDD is outlined. 

. Approximate near-wall domain decomposition 

As noted above, in the case of ANDD in the inner region the

avier-Stokes equations are simplified to the TBL model, in which

nly the terms contributing to the boundary layer model are re-

ained. First, we demonstrate the main idea of the ANDD in ap-

lication to a TBL equation defined in 0 ≤ y ≤ y e , where y is the

oordinate towards the normal to the wall: 

∂ 

∂y 

(
μ

∂U 

∂y 

)
= f, U ( 0 ) = U 0 , U ( y e ) = U 1 . 

ere, U is a dependent variable, f is some right-hand side. 

Next, we introduce a near-wall inner region 0 ≤ y ≤ y ∗ and

uter region y ∗ ≤ y ≤ y e . It is turned out one can exactly transfer

he boundary condition from the wall ( y = 0 ) to interface boundary

 = y ∗ [18] : 

 

∗ = 

∂U 

∂y 

∣∣∣
y ∗

f 1 + f 2 + U 0 , (9)
here 

f 1 = 

∫ y ∗

0 

μ∗

μ
dy, f 2 = −

∫ y ∗

0 

1 

μ

∫ y ′ 

0 

f dydy ′ , μ∗ = μ(y ∗) . 

In this way, the IBC can be formulated in a universal form

9) for all primitive variables except the normal velocity. 

It should be noted that under some conditions unsteady terms

ave to be taken into account in the derivation of IBC [29] . In this

ase, the IBC contains a memory term. A detailed analysis of such

egimes as well as the derivation of unsteady IBC is provided in

29] and beyond the scope of the current paper. 

The general framework for solving the problem by the approx-

mate near-wall decomposition method can be formulated as fol-

ows: 

1. specify the initial flow field in both inner and outer domains; 

2. in the inner region the TBL model is used to obtain the bound-

ary condition of Robin type at the interface boundary; 

3. the problem is solved in the outer region using Robin boundary

condition (9) at the interface boundary. This step corresponds

to one global LU-SGS iteration of Eq. (7) in the outer region; 

4. once the solution in the outer region is found, the flow field in

the inner region is recalculated with Dirichlet boundary condi-

tions obtained from the solution in the outer region; 

5. if the convergence condition (8) is not satisfied, return to step

2. 

For the numerical method, outlined in step Section 3 , the for-

ulation of the boundary condition at the interface boundary boils

own to specifying the both inviscid �ji and viscous �v 
ji 

numerical

uxes in Eq. (4) . To compute this flux, we need to know the values

f all primitive variables at the boundary, which are found from

he corresponding conservation laws complete with the boundary

ondition of Robin type. 

Let us write down the calculation procedure for both the

oundary conditions at the interface and the solution in the inner

egion after the solution in the outer region is found. 

.1. Computation of the tangential velocity 

Using the thin-layer model, the conservation of momentum in

he inner region can be written in the following form: 

∂ 

∂y 

(
μ

∂v τ
∂y 

)
= 

dp 

dx 
. (10) 

Here, v τ is the value of the tangential velocity. Integrating

q. (10) twice, the following condition of Robin type is obtained

t the interface boundary [18] : 

 

∗
τ = f v 1 v 

∗
τ,y + f v 2 , (11)

hich can be approximated as 

 

∗
τ = 

v τ,I f 
v 
1 + df v 2 

d + f v 
1 

. 

ere, v ∗τ and v τ , I are the values of the tangential velocity at the

nterface boundary and in the first cell near the interface in the

uter region; f v 
1 

and f v 
2 

values of integrals for the tangential com-

onent of velocity; d distance from the center of the first cell to

he interface boundary. 

The profile of the tangential velocity in the inner domain can

e obtained from the momentum conservation law, simplified as

n the TBL model, with closure (11) : 

 τ (y ) = 

dv ∣∣∣
∫ y μ∗

dξ −
∫ y dp 

dx 
(y ∗ − ξ ) 

dξ (12) 
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4.2. Computation of the normal component of velocity 

As was noted in [22] , interface boundary condition (11) does

not take into account continuity equation. Therefore, it does not

guarantee mass conservation. In [22] for the near-wall decomposi-

tion of the incompressible gas a Dirichlet-type boundary condition

for the normal component v n of velocity was put forward 

v n (y ∗) = K 

∫ y ∗

0 

ξ 4 dξ

μ + μt (ξ ) 
, 

where K is computed from the value in the first cell near the in-

terface boundary. In order to satisfy the continuity equation in the

complete domain, this condition has to be corrected. To do so, the

mass flux ˙ m S through each mesh face at the interface boundary

has to be computed, and the value of v n is corrected as follows: 

v n (y ∗) = K 

∫ y ∗

0 

ξ 4 dξ

μ + μt (ξ ) 
− ˙ m S 

ρS 
. 

In the present paper, an interface condition of Robin type for

the normal component of the velocity which takes into account

the continuity condition is derived. In this case there is no need to

carry out an additional correction for the mass flux. Using Taylor

expansion and taking into account impermeability condition and

continuity equation, the normal velocity can be expressed as fol-

lows (terms higher than 2nd order are dropped): 

v n ≈ α
y 2 

2 

+ β
y 3 

6 

, 

From the motion equations it follows that α = 

p y 
μ , where p y is

pressure derivative with respect to y, μ is the laminar viscosity at

the wall. Then 

v ′ n = αy + β
y 2 

2 

. 

Eliminating β , a condition at the interface boundary y ∗ is ob-

tained: 

v n = 

y ∗

3 

v ′ n + 

y ∗2 

6 

p y 

μ
. 

Finally, after dropping 2nd-order terms, the Robin condition at the

interface boundary for the normal component of velocity takes the

following form: 

v n = 

y ∗

3 

v ′ n . (13)

After approximating Eq. (13) near interface boundary, the normal

component of velocity near y ∗ can be computed as 

v n = 

y ∗

3 d + y ∗
v n,I , 

where v n, I is the value of the normal component of velocity in the

first cell near interface in the outer region. 

Once the solution in the outer region is computed, the profile of

the normal component of velocity can be obtained using formula: 

v n (y ) = v n (y ∗) 
(

y 

y ∗

)2 

. 

4.3. Temperature interface condition and computation of the density 

profile in the inner region 

Simplified energy equation in the inner region has the following

form 

∂ 

∂y 

(
k 
∂T 

∂y 

)
= 0 . (14)
ntegrating Eq. (14) twice, the condition of Robin type at the inter-

ace boundary is obtained: 

 

∗ = 

dT 

dy 
(y ∗) f T 1 + T w 

, (15)

here f T 1 is the value of the temperature integral; T ∗ temperature

alue at interface; T w 

surface temperature. Once the solution in the

nner region is found, the temperature is computed from (14) with

he closure (15) : 

 (y ) = 

dT 

dy 

∣∣∣
y ∗

∫ y 

0 

k ∗

k (ξ ) 
dξ + T w 

. (16)

or computation of the density profile in the inner region the as-

umption of the constant pressure in the normal direction to the

all is used. Density profile ρ = ρ(y ) in the inner region is ob-

ained from the pressure value p I in the first cell near the interface

nd temperature profile T = T (y ) inside the inner region from the

quation of state of ideal gas: 

(y ) = 

p I 
T (y ) R 

. (17)

The consideration of the compressibility effects allows us to

ompute profiles of viscosity and friction velocity u ∗ more accu-

ately, which influences computation of integrals f 1 and f 2 . 

.4. Computation of the turbulent variables. Turbulence profile in the 

nner region 

A viscosity profile in the inner region is needed to compute in-

egrals f 1 , f 2 in the boundary conditions of Robin type. In the ANDD

ethod it is assumed that the profile of turbulent viscosity or tur-

ulent variable are known a priori . Therefore, the value of ˜ ν at the

nterface boundary is readily computed. One of the profiles used

ere is the one due to Duprat et al. [34] . It takes into account pres-

ure gradient, which allows the separation point to be predicted

ore accurately: 

t (ξ ) = μκξ ∗[α + ξ ∗(1 − α) 3 / 2 
]β

(
1 − exp 

(
−ξ ∗

1 + Aα∗

))2 

, 

= 0 . 41 , A = 17 , β = 0 . 78 , α = u 

2 
τ /u 

2 
τ p , ξ ∗ = yu τ p /μ, 

 τ p = 

√ 

u 

2 
τ + u 

2 
p , u τ = 

√ 

| τw 

| /ρ, u p = 

∣∣∣∣μρ dp 

dx 

∣∣∣∣
1 / 3 

. 

In case of using the profile from Duprat et al. [34] , the cal-

ulation of the profile of turbulent variable ˜ ν in the inner region

equires the use of the following iterative procedure with a fixed

oint based on Eq. (3) : 

˜ i +1 = F ( ̃  νi ) = 

μ

ρ

⎛ 

⎝ 

μt 

(
ρ3 ˜ ν3 

i 

μ3 + c v 1 

)
ρνi 

⎞ 

⎠ 

1 / 3 

he iterative procedure is initialised with ˜ ν0 = 

μt 
ρ and practically

onverges to sufficient accuracy in several iterations. Thus, the op-

rator F is compressible since the convergence occurs for any y . 

As an alternative, the profile from ZPG SA solution [35] can be

sed 

˜ = κu τ y. (18)

n both cases the surface friction is needed. It can be computed by

ntegrating Eq. (10) in the near-wall region 

w 

= μ
∂v τ = 

μ∗
v 

(
v ∗τ − f v 2 

)
− dp 

y ∗. 

1 
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Fig. 1. Surface friction on the blunted plate obtained in the one-block calculation 

and using ANDD. 

Fig. 2. Density profile near stagnation point for the flow over the blunted plate 

obtained in the one-block calculation (one block) and using ANDD. 
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Fig. 3. Skin friction on the cylinder computed by using one-block, ANDD and ENDD 

approaches. 

Fig. 4. Comparison of the residual time history for ANDD, ENDD and one-block cal- 

culations. 
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σ  
. Exact near-wall domain decomposition 

The ENDD can be implemented as an alternative or addition to

he ANDD. This method of solution can be used for verification of

he ANDD result. ENDD can also be used in the cases when ANDD

s not very well suited, e.g. separated flows near very non-smooth

urfaces as well as flows with laminar-turbulent transition. 

Let us consider the equations solved in the exact decomposi-

ion. Let u 1 be the solution of the problem in the inner domain,

 2 be solution in the outer domain. Then, the solution of the com-

lete problem is reduced to the iterative solution of two systems:

 (u 1 ) = R 1 , 
∂u 

k +1 
1 

∂n 

+ σu 

k +1 
1 = g k +1 

1 at y = y ∗ (19)

nd 

 (u 2 ) = R 2 , 
∂u 

k +1 
2 − σu 

k +1 
2 = g k +1 

2 at y = y ∗, (20)

∂n 
here 

 

k +1 
1 = g k +1 

2 + 2 σu 

k +1 
2 , g k +1 

2 = g k 1 − 2 σu 

k 
1 , 

nd 

 

0 
1 = 

∂u 

0 
1 

∂n 

+ 2 σu 

0 
1 . (21)

It is easy to see that these Robin IBCs are exact. In the gen-

ral form, they were introduced for the non-overlapping domain

ecomposition by Lions and Deng [30,31] . The convergence of iter-

tion process (19) –(21) for an arbitrary positive σ in application to

he Poisson equation was proven in [32] . 

The differential operator L in the governing equations is approx-

mated in the same way as in the one-block formulation (without

omain decomposition). Both systems are solved with the Robin

oundary conditions at the interface boundary. It corresponds to

ne global LU-SGS iteration of Eq. (7) in each domain. 

To make these IBCs consistent with the IBC in ANDD, we select

= 

1 
f 

, where f 1 is the integral from the Robin boundary condi-

1 
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Fig. 5. Fragment of the computational domain with mesh for flow past airfoil with trailing edge. 

Fig. 6. Velocity magnitude contour levels near the sharp edge of the profile. 

Fig. 7. Skin friction coefficient along the surface of the profile with a sharp edge. 

Symbols correspond to the averaged LES data from Cabot and Moin [9] . 
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tion (9) . This choice of σ is based on the locally one-dimensional

approximation of the operator Steklov-Poincaré [33] . 
. Test cases 

The accuracy and efficiency of both ANDD and ENDD ap-

roaches were tested on a number of problems. Although all prob-

ems are planar, the calculations were carried out with the use

f the in-house 3D code “FlowModellium”. Three cells were for-

ally set along the direction orthogonal to the plane with sym-

etry boundary conditions to convert planar mesh into three-

imensional one. 

The ANDD method is tested on the problems of flow past a flat

late with the cylindrically blunted front edge, half cylinder, com-

ression corner and flow past a sharp edge. Additionally for the

ow past half cylinder, the ENDD method is used. It should be

oted that considered tests include modelling of essentially sep-

rated flows and supersonic flows past non-smooth surfaces. Such

ests are challenging for the WF-based approaches. 

For each test case a low-Re one-block calculation without de-

omposition is carried out for the comparison purposes. The first

ell height in the boundary layer in these calculations is such that

 

+ ≈ 1 . For two-block calculation, the same mesh is used with the
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Fig. 8. Flow over compression corner mesh. 

Fig. 9. Skin friction on the surface of the compression corner from one-block and 

ANDD computations. 
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xplicit division into outer and inner regions. In the two-block so-

ution, the distance from the interface boundary to the wall is y ∗ ≈
 · 10 −4 m. This distance is chosen to make y ∗+ ≈ 100 . It should

e noted that using this estimate in the near-wall region the TBL

odel equations are satisfied with good accuracy. The results are

ompared by the surface friction distribution. 

System (1) is solved using the finite-volume implicit method

utlined in Section 3 . In the two-block calculation with NDD the

onditions of Robin type for normal and tangential components

f velocity as well as temperature are used at the interface, see

ection 4 . 

.1. Flow past a flat plate with the blunted leading edge 

The first test problem for the ANDD method is supersonic flow

ast a flat plate with a cylindrically blunted leading edge. The free-

tream Mach number is M = 1 . 5 , Re = 6 · 10 6 per meter, cylinder

adius is 1 m. The position x = −1 corresponds to the stagnation

oint, from x = 0 the cylindrical part becomes the plate. The free-

tream direction is parallel to the plate. There is no separation in

his flow so that the main aim of the test is to show that the

ethod can model compressibility effects. 

For the one-block calculation the height of the first cell in the

oundary layer is 10 −6 m. In the two-block the distance from

he interface boundary to the wall corresponds to y ∗+ = 10 ÷ 140 .

ig. 1 depicts the surface friction on the blunted cylinder using

oth one-block and ANDD calculations. Good agreement around
tagnation point is observed, that is in the area where the com-

ressibility effects are most pronounced. A slight difference can

e seen in the region of flow acceleration further down along the

ylinder. This region corresponds to the interface position y ∗+ >
00 , where the thin-layer model can give a more pronounced er-

or. 

Fig. 2 shows density profile near stagnation point. In the two-

lock calculation (ANDD), the profile includes both outer and inner

near-wall) computational domains. The presented profiles demon-

trate good agreement in the part of the flow domain where com-

ressibility is most pronounced. 

.2. Flow over half cylinder 

The problem of a stationary flow over half cylinder is a classi-

al problem with flow separation. This test demonstrates capabil-

ties of the approximate and exact decompositions for computing

uch type of flows. A weakly-compressible flow with M = 0 . 15 and

e = 6 · 10 6 per meter is considered. Cylinder radius is 1 m. The

osition x = −1 corresponds to the front stagnation point, x = 1 ,

ownwind stagnation point. The separation point position in the

ne-block calculation corresponds to x ≈ 0.42. The height of the

rst cell in the boundary layer is 10 −6 m. For the two-block run

he distance from the interface boundary to the wall corresponds

o y ∗+ = 10 ÷ 190 . 

Fig. 3 shows comparison of the skin friction between one-block,

NDD and ENDD calculations. It is seen that, as in the previous

est, the approximate decomposition demonstrates large discrep-

ncy in the region with higher y + values. It can also be seen that

he separation point position for the approximate decomposition

s less clear. All these differences are eliminated by the use of the

xact (full) decomposition, which is achieved by using the solution

f the full governing equations in the inner region. It should be

entioned that the computing time for the exact decomposition is

igher than that for the approximate one. 

Fig. 4 shows comparison of the residual convergence history

decay) as a function of the computational cost. The computational

ost was estimated as follows. There are five times more cells in

he outer region than in the inner one. Then, the computation cost

f one iteration in the inner region is taken as one unit, in the

uter one, five units, of the complete one-block iteration, six units.

rom the comparison it is seen that two-block ANDD method con-

erges almost three times faster than one-block and ENDD calcula-

ions. ENDD and one-block runs converge approximately with the

ame time. It should also be noted that for all calculations there

s a moment when the convergence slows down. However, for the

NDD method it happens much later. 

.3. Flow past an airfoil with a sharp trailing edge 

This test problem considers flow past a flat airfoil with a circu-

ar leading edge and a sharp trailing edge with 25 ◦ angle [9] . Free-

tream Mach number is M = 0 . 15 , Reynolds number computed by

he profile length is Re = 2 . 15 × 10 6 . The height of the first cell in

he boundary layer is 10 −6 m, which corresponds to y + ≈ 1 . 5 . For

he two-block run the distance from the interface boundary to the

all corresponds to y ∗+ = 100 . Fragment of the computational do-

ain with mesh is shown in Fig. 5 . 

In [9] only the flow near the trailing edge of the profile is con-

idered whereas in the inflow boundary the authors specify the

elocity profile of the developed turbulent boundary layer. This

s done mainly in order to reduce the computational cost. In the

resent work the problem is solved in the complete flow domain

rom the beginning. It is worth noting that in [9] a smoothed pro-

le geometry without sharp corners is used whereas in the present
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Fig. 10. Velocity magnitude contour levels near the corner. 
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work the profile with corners is used in accordance with the orig-

inal experiment [36] . The presence of sharp kinks in the geometry

makes it possible to test the sensitivity of the interface boundary

conditions to their presence. 

The general flow pattern near the sharp edge is shown on

Fig. 6 for both one-block and two-block calculations. A separation

zone is formed after the obtuse angle of the profile, good resolu-

tion of which requires correct prediction of all flow characteristics.

Fig. 7 shows dependence of skin friction coefficient on the lon-

gitudinal coordinate (values over the lower side are shown nega-

tive). Position x/h = 0 corresponds to the sharp edge. Shown is the

comparison with time averaged Large Eddy Simulation (LES) values

from [9] , which were obtained for the smoothed geometry. 

The solution is computed using the interface boundary con-

ditions with the viscosity profile approximation [10] which takes

into account pressure gradient. It is seen that in the obtained solu-

tion the beginning of the separation zone moves close to the sharp

edge. This is probably caused by the turbulence viscosity and tur-

bulence variable behaviour: near the kink of the profile behaviour

of turbulent variable is very different from the one-block calcula-

tion. In turn, it is caused by the fact that the approximation for-

mula for the viscosity contains pressure derivative dp / dx , which is

very large near the kink of the profile. As a result, large values of

viscosity are transported downwind causing the change of the form

of the separation zone. 

Therefore, a modified approximation of the turbulent viscosity

is used, in which the contribution of dp / dx is taken into account

only where the geometry of the profile is sufficiently smooth. A

reasonably good agreement is seen for both flow filed and skin

friction in Figs 6 and 7 . The jump at x/h ≈ −2 is explained by the

profile kink. 

6.4. Flow over compression corner 

The final test for the ANDD scheme is the flow over com-

pression corner α = 24 ◦ with M = 1 . 5 and Re = 6 · 10 6 per meter.

Fig. 8 shows the mesh of this case. This is another test which is

meant to illustrate the efficiency of the method as applied to com-

pressible flows with separation. The corner has the hypotenuse of

1.5 m, the length of the plate before the corner is 5 m, after it, 2 m.

The free-stream flow is parallel to the plates. In the one-block solu-

tion, the height of the first cell in the boundary layer is 10 −6 m. For

the two-block run the distance from the interface boundary to the

wall corresponds to y ∗+ = 10 ÷ 100 . As the turbulent variable, for

the profile in the two-block calculation, SA solution (18) is used. 
Fig. 9 shows skin friction coefficient on the corner surface com-

uted by the one-block and ANDD methods. The first jump corre-

ponds to the position of the shock wave ( x ≈ −1 . 6 ) whereas the

econd one, to the passage from the corner to the plate surface

 x ≈ 1.37). The start of the corner corresponds to x ≈ 0. Separation

osition corresponds to x ≈ 0.76 (see Fig. 10 ). 

It can be seen that the friction agrees well everywhere. Separa-

ion and shock front positions are computed with high accuracy as

ell. It should be noted that in this calculation y + is almost every-

here below 100. 

. Conclusions 

In this work the method of the near-wall decomposition has

een extended to the turbulent compressible flows with the clo-

ure by means of the Spalart-Allmaras model. The proposed modi-

cation extends the capabilities of the method to supersonic flows.

est flows over blunted plate, half cylinder, compression corner

nd flow past a sharp edge demonstrate the possibility to com-

ute with high accuracy flow fields and reconstruct density profile

n the near-wall region. The density profiles shown in the paper for

he flow over the blunted plate near the stagnation point demon-

trate good agreement in the region where compressibility effects

re important. Our study shows that skin friction for the consid-

red geometries agrees with high accuracy between one-block cal-

ulation and two-block calculation with decomposition. A slight

ifference is found in the skin friction if the interface boundary

s set at y ∗+ > 100 . The computational cost of the ANDD method is

bout three times lower as compared to the one-block calculation.

omputations for half cylinder and compression corner demon-

trate the capability of the method of the near-wall decomposition

o predict with high accuracy the position of the separation point

nd the formation of the shock wave. It should be noted that the

tandard wall functions cannot fully resolve these effects. 

The ENDD extends the capabilities of the NDD approach for im-

rovement of the accuracy of calculations. Possible discrepancies

etween one-block and two-block calculations can be eliminated

y changing from the approximate to the exact decomposition, car-

ied in the framework of the same calculation and on the same

esh. ENDD can be efficiently implemented if ANDD is used to

btain an initial approximation. ENDD can be used for validation

f solutions obtained with ANDD if needed. In addition, ENDD can

upplement ANDD for the problems where the use of the latter ap-

roach is problematic such as flows with a laminar-turbulent tran-

ition and flows past complex geometries. 
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