
On negative imaginary synthesis via solutions to Riccati equations*

Gabriela Salcan-Reyes1,2 and Alexander Lanzon1

Abstract— This paper tackles the problem of finding condi-
tions for the existence of an output feedback controller such
that the closed-loop system becomes strictly negative imaginary
(SNI) and internally stable. In order to achieve this objective,
we derive a set of necessary and sufficient conditions to check
the SNI property of systems with a non necessarily minimal
state-space realization. Then, we propose a set of sufficient
conditions for the controller synthesis problem and we also
provide a formula for such controller.

I. INTRODUCTION

In the past decade, literature regarding negative imaginary
(NI) systems has flourished as well as its engineering ap-
plications (for some examples see [1] and the references
therein). Since the positive feedback interconnection of an
NI system with a strictly negative imaginary (SNI) is stable
as long as certain conditions are satisfied [2], [3], [4], [5],
[6], [7], [8], it is desired to synthesize a robust controller
such that the closed-loop system becomes SNI (NI) when it
is known that the uncertain system is NI (SNI respectively).
Controller synthesis methods frequently require checking a
property via a state-space characterization of the closed-
loop system and it is also highly desired to obtain an
internally stable closed-loop system. However, controller
synthesis methods do not guarantee a minimal state-space
realization of the closed-loop system ‘a priori’. For all these
reasons, it is important to develop necessary and sufficient
conditions based on non minimal state-space realizations
of systems to determine whether a system is NI/SNI or
not. These conditions are captured in results known as the
NI lemma and the SNI lemma respectively. While the first
versions of the SNI lemma [3], [9] considered minimal
state-space realizations, [10] provided sufficient conditions,
based on a non minimal state-space realization, to check if
a system belongs to a subclass of SNI systems, known as
strongly SNI (SSNI) systems. SSNI systems are SNI systems
with particular properties at zero and infinity frequencies
which restrict the SNI system class. Moreover, [11] offered
sufficient conditions for a system to be SNI, but the matrix A
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is required to be Hurwitz as an assumption instead of being
implied by the conditions. On the other hand, [9] provides a
NI lemma based on a minimal state-space realization, while
[12] provides an NI Lemma without minimal assumptions
based on linear matrix inequalities (LMIs). [12], [9] also
offered a state-space feedback controller synthesis method
based on algebraic Riccati equations (AREs) and LMIs
respectively while [13] generalized results of [12] and offered
an output feedback controller synthesis algorithm. But, the
main drawback of all these controller synthesis methods
([12], [9], [13]) is that they only guarantee a system to be
NI. In other words, the designed controllers allow the closed-
loop system to have poles on the jω axis and hence they do
not guarantee the internal stability of the closed-loop system.
Furthermore, to the best of the author’s knowledge, there
are no contributions to render a closed-loop system SNI.
Then, our motivation is to find conditions for the existence
of controllers that render the closed-loop SNI and internally
stable. Then, our main contributions are: 1) a set of necessary
and sufficient conditions to check the SNI property for
systems with non-minimal state-space realization, 2) a set of
sufficient conditions for the existence of an output feedback
controller such that the closed-loop system becomes SNI and
internally stable and 3) a formula for such controller.

Notation: R, C denotes the fields of Real and complex
numbers respectively. C<0 represents the open left half plane
of complex numbers. ℜ(s) stands for the real part of a
complex number s while j represents the imaginary unit.
An×m is a matrix with n rows and m columns. I and 0 denotes
the identity and zero matrices of appropriate dimensions
respectively, however a subscript n indicates a matrix of
dimensions n×n. AT , A∗, A† stand for the transpose, complex
conjugate transpose and pseudo-inverse of A respectively.
Fl(G,K) denotes the lower linear fractional transformation
of matrices G and K. R denotes the set of all real, rational,
proper transfer function matrices. Then, given G ∈R, G =[

A B
C D

]
is a shorthand of G(s) =C(sI−A)−1B+D.

II. PRELIMINARIES

Here, we will give some background material that will
help to streamline the understanding of the main results on
this paper.

Definition 1: [14], [15] A real, rational transfer function
matrix G : C → Cm×m is negative imaginary (NI) if the
following conditions are satisfied:

1) G(s) has no poles in {s ∈ C : ℜ(s)> 0};
2) j [G( jω)−G( jω)∗] ≥ 0 for all ω ∈ (0,∞) except for

the values of ω where jω is a pole of G(s);
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3) if s = jω0 with ω0 ∈ (0,∞) is a pole of G(s), then
it is a simple pole and the residue matrix of jG(s),
K0 = lims→ jω0(s− jω0) jG(s), is Hermitian and posi-
tive semidefinite;

4) if s = 0 is a pole of G(s), then it is at most a dou-
ble pole and lims→0 s2G(s) is Hermitian and positive
semidefinite;

5) if s = ∞ is a pole of G(s), then it is at most a dou-
ble pole and limω→∞

G( jω)
( jω)2 is Hermitian and negative

semidefinite.
Even though NI systems include non-rational systems [14],
in this paper we will only consider NI transfer functions that
are real and rational.

An important subset of the NI class are the strictly negative
imaginary systems.

Definition 2: [2] A real, rational and proper transfer func-
tion G : C→ Cm×m is strictly negative imaginary (SNI) if

1) G(s) has no poles in {s ∈ C : ℜ(s)≥ 0};
2) j [G( jω)−G( jω)∗]> 0 for all ω > 0.

The authors in [15] claim to generalize the definition of
SNI to include non-proper transfer functions. However, as
we show in the following example, [15, Definition 3] which
is supposed to characterize an SNI system does not fulfill
the basic requirements of NI systems.

Example 1: Consider G(s) = s3. It follows that G(s) has
no poles in {s ∈ C : ℜ(s)≥ 0} and j [G( jω)−G( jω)∗] =
2ω3 > 0 for all ω > 0. Then, according to [15, Definition
3], this non-proper transfer function matrix G(s) is SNI.
However, G(s) violates condition 5) in Definition 1 since
s = ∞ is a triple pole of G(s). Thus G(s) cannot be SNI.

NI systems are related to positive real (PR) systems which
have been studied for a few decades and used in several
applications. For more details in PR systems see [16], [17]
and references therein.

The following lemma shows the duality in NI systems. In
other words, to test stability or synthesize a controller, one
can obtain the results for G from its dual object GT if they
are available, and vice versa.

Lemma 1: Let G : C→ Cm×m be a real, rational, proper
transfer function. Then G(s) is NI (respectively SNI) if and
only if G(s)T is NI (respectively SNI).

Proof: This trivially follows from Definition 1 (respec-
tively Definition 2) and the fact that A ≥ (respectively >)0
if and only if AT ≥ (respectively >)0.

III. NI AND SNI LEMMAS WITH NON-MINIMAL
STATE-SPACE REALIZATIONS

A. NI lemma with non-minimal state-space realization

In this subsection we present a set of sufficient conditions
to check the NI property of systems. The main difference
between our results and those from [9], [18] is that we do
not require a minimal state-space realization. Furthermore,
we relaxed the non-singularity assumption det(A) 6= 0 in [12],
which underpins the NI synthesis problem in [12], [13].

Lemma 2: Let
[

A B
C D

]
be a state-space realization of a

real, rational transfer function G : C→Cm×m with R =CB+
(CB)∗ > 0. Then, the following statements are equivalent:

1) There exists a real X =X∗ such that A∗X +XA+(CA−
B∗X)∗R−1(CA−B∗X) = 0.

2) There exist real matrices X = X∗, L and a nonsingular
W such that

A∗X +XA =−L∗L, (1)
CA−B∗X =W ∗L, (2)

CB+B∗C∗ =W ∗W. (3)

3) When A is nonsingular, there exist real matrices X =X∗

and L such that A∗X +XA =−L∗L and C =−B∗A−∗X .
Moreover, if any of these statements hold with X = X∗ ≥ 0
and D = D∗, then G(s) is NI.

Proof: 1) =⇒ 2) Suppose A ∈ Rn×n. Note that R loses
rank when n < m, therefore n ≥ m. Then, there exist L1 ∈
Rk×n and a nonsingular W ∈ Rm×m such that A∗X +XA =
−L∗1L1 and CB+B∗C∗=W ∗W , where k = rank(A∗X+XA)≤
m. So we have L∗1L1 = (CA−B∗X)∗W−1W−∗(CA−B∗X). As
a consequence, there exists a U ∈ Rm×k such that U∗U = I
and W−∗(CA−B∗X) = UL1. Next, by letting L = UL1 we
get (1), (2) and (3).
2) =⇒ 1) Follows by simple replacement.
2)⇐⇒ 3) Equations (1), (2) and (3) can be rewritten as

0≥−
[

L∗

W ∗

][
L W

]
=

[
A∗

B∗

][
X −C∗

]
+

[
X
−C

][
A B

]
,

which, when A is nonsingular, is equivalent to

0≥
[

I 0
B∗A−∗ −I

]{[
A∗

B∗

][
X −C∗

]
+

[
X
−C

][
A B

]}[I A−1B
0 −I

]
=

[
A∗X +XA A∗

(
C∗+XA−1B

)
(C+B∗A−∗X)A 0

]
.

Therefore, C =−B∗A−∗X . Finally, note that (1), (2) and (3)

with X ≥ 0 implies that
[

A B
CA CB

]
= s(G(s)−D) is PR

via [19, Corollary 3] or, equivalently when D = D∗, G(s) is
NI according to [20], [15].

In contrast to statement 3) in Lemma 2, the conditions in
the next lemma reduce to previous conditions in the litera-
ture. Furthermore, A can be either singular or nonsingular.

Lemma 3: Let
[

A B
C D

]
be a state-space realization of a

real, rational transfer function G : C→Cm×m with R =CB+
(CB)∗ > 0. Then, the following statements are equivalent:

1) There exists a real Y = Y ∗ such that AY +YA∗+(B−
YA∗C∗)R−1(B−YA∗C∗)∗ = 0.

2) There exist real matrices Y =Y ∗, Q and a nonsingular
W such that

AY +YA∗ =−Q∗Q, (4)
B∗−CAY =W ∗Q, (5)

CB+B∗C∗ =W ∗W. (6)
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3) There exist real matrices Y =Y ∗ and Q such that AY +
YA∗ =−Q∗Q and B =−AYC∗.

Moreover, if any of these statements hold with Y = Y ∗ ≥ 0
and D = D∗, then G(s) is NI.

Proof: By following closely the proof of Lemma 2 with
appropriate modifications in pertinent statements, we easily
obtain the equivalence between 1) and 2). The equivalence
between 2) and 3) follows on noting that

0≥−
[

Q∗

W ∗

][
Q∗

W ∗

]∗
=

[
I
C

][
AY −B

]
+

[
YA∗

−B∗

][
I C∗

]
⇐⇒ 0 ≥

[
I 0
−C I

]{[
I
C

][
AY −B

]
+

[
YA∗

−B∗

][
I C∗

]}[I −C∗

0 I

]
=

[
AY +YA∗ −(B+AYC∗)

−(B+AYC∗)∗ 0

]
.

Similarly to the proof of Lemma 2 it follows by (4), (5), (6)

and Y =Y ∗ ≥ 0 that
[

A∗ A∗C∗

B∗ B∗C∗

]
= (s(G(s)−D))T is PR,

or equivalently, G(s)T is NI, which in turn is equivalent to
G(s) is NI by Lemma 1.

Remark 1: When A is nonsingular, Lemma 3 is obtained
trivially from Lemma 2 via the following substitutions A→
A∗, B → A∗C∗, C → B∗A−∗, X → Y , L → Q and simple
algebraic rearrangements.

B. SNI Lemma with non-minimal state-space realization

In this subsection we show the extra conditions that a
system should satisfy in order to guarantee the strictness of
the NI class, based on the NI lemmas shown in the previous
subsection. Furthermore, we offer conditions that are not
only sufficient, but also necessary. Note that the state-space
realization in the following theorem does not need to be
minimal, thus generalizing results of [9].

Theorem 1 (SNI Lemma): Let
[

A B
C D

]
be a state-space

realization of the real, rational transfer function G : C →
Cm×m, with R =CB+(CB)∗ > 0. Then the following state-
ments are equivalent:

1) G(s) is SNI and A is Hurwitz.
2) D = D∗, A is Hurwitz and the Hamiltonian matrix

H =

[
A−BR−1CA BR−1B∗

−A∗C∗R−1CA −
(
A−BR−1CA

)∗ ] (7)

has no eigenvalues on the jω-axis except at the origin.
3) D = D∗, det(A) 6= 0 and there exists a real X = X∗ ≥ 0

such that

A∗X +XA+(CA−B∗X)∗R−1(CA−B∗X) = 0 (8)

and σ(A−BR−1(CA−B∗X))⊂ C<0∪{0}.
4) D = D∗, A is Hurwitz and there exist a real X = X∗

and a real L such that

A∗X +XA =−L∗L, (9)
C =−B∗A−∗X (10)

and rank(M( jω))=m for all ω ∈ (0,∞), where M(s)=
LA−1(sI−A)−1B.

5) D = D∗, det(A) 6= 0 and there exists a real Y =Y ∗ ≥ 0
such that

AY +YA∗+(B−YA∗C∗)R−1(B−YA∗C∗)∗ = 0 (11)

and σ(A− (B−YA∗C∗)R−1CA)⊂ C<0∪{0}.
6) D = D∗, A is Hurwitz and there exist a real Y = Y ∗

and a real Q such that

AY +YA∗ =−Q∗Q, (12)
B =−AYC∗ (13)

and rank(N( jω)) =m for all ω ∈ (0,∞), where N(s) =
C(sI−A)−1Q∗.

Proof: The proof of the equivalence between the first
four statements will be published elsewhere.

1)⇐⇒ 5)⇐⇒ 6) Note that G(s) is SNI with A Hurwitz
if and only if G(s)T is SNI with A Hurwitz (via Lemma

1). Since G(s)T =

[
A∗ C∗

B∗ D∗

]
=

[
A∗ A∗C∗

B∗A−∗ D∗

]
, state-

ments 5) and 6) are obtained trivially from 3) and 4)
respectively via the following substitutions A → A∗, B →
A∗C∗, C → B∗A−∗, X → Y , L → Q and simple algebraic
rearrangements.

Remark 2: When any of these conditions hold, the almost
stabilizing solutions X =X∗ ≥ 0 and Y =Y ∗ ≥ 0 to the AREs
(8) and (11) respectively are unique. Furthermore, the partial
multiplicities (i.e. the sizes of the Jordan blocks associated
to which an eigenvalue belongs) of the zero eigenvalues of
the Hamiltonian (7) are all even [21], [22].

Remark 3: Note that C (I−Y X) = 0 and (I−Y X)A−1B=
0 from statements 4) and 6).

C. A strongly SNI Lemma with non-minimal state-space
realization

The class of SNI systems such that
limω→0+

1
ω

j [G( jω)−G( jω)∗] > 0, which in the
scalar case means that the phase of G( jω) strictly
decreases as frequency increases form ω = 0 [10], and
limω→∞ j [G( jω)−G( jω)∗] > 0, has interesting spectral
properties and are known as strongly strictly negative
imaginary (SSNI) systems [10]. As shown in the next
theorem, we can transform the ARE associated with an
SSNI system to an ARE with an almost stabilizing solution.
Thus, we offer an ARE with better numerical properties
and hence we are avoiding the challenging numerical
problems present in the computation of solutions of AREs
with singular Hamiltonians [21], such as the Hamiltonians
associated to SNI systems.

Theorem 2 (Strongly SNI Lemma): Let
[

A B
C D

]
be a

state-space realization of the real transfer function G : C→
Cm×m with R =CB+(CB)∗ > 0. Then, the following state-
ments are equivalent:

1) G(s) is SNI with A Hurwitz and lim
ω→0+

1
ω

j[G( jω)−
G( jω)∗]> 0.
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2) D = D∗, det(A) 6= 0 and there exists a real X = X∗ ≥ 0
such that (8) holds and the matrix A−BR−1(CA−B∗X)
has all its eigenvalues in C<0 except m eigenvalues at
the origin.

3) D = D∗, det(A) 6= 0 and there exists a real X = X∗ ≥ 0
such that C =−B∗A−∗X ,

Ã∗X +XÃ+XB̃X +C̃ = 0, (14)

and σ(Ã+ B̃X)⊂ C<0, where for any η < 0,

Ã = A−BR−1CA+ηA−1B
(
B†A−C

)
,

B̃ = BR−1B∗−ηA−1BB∗A−∗,

C̃ = A∗C∗R−1CA−η [C∗C−C∗B†A− (B†A)∗C].

4) D = D∗, det(A) 6= 0 and there exists a real Y =
Y ∗ ≥ 0 such that (11) holds and the matrix A −
(B−YA∗C∗)R−1CA has all its eigenvalues in C<0
except m eigenvalues at the origin.

5) D = D∗, det(A) 6= 0 and there exists a real Y =Y ∗ ≥ 0
such that B =−AYC∗,

∆Y +Y ∆
∗+Y ΘY +Γ = 0,

and σ(∆+Y Θ)⊂ C<0, where for any η < 0,

∆ = A−BR−1CA+η
(
C†−A−1B

)
C,

Θ = A∗C∗R−1CA−ηC∗C,

Γ = BR−1B∗−ηA−1 [BB∗−BC†∗A∗−AC†B∗
]

A−∗.

Furthermore, the matrix X in conditions 2) and 3) is the
same; so is the matrix Y in conditions 4) and 5).

Proof: The proof of the equivalence between the first
three statements will be published elsewhere.

1)⇐⇒ 4)⇐⇒ 5) Similar to Theorem 1, statements 4) and
5) are obtained trivially from 2) and 3) respectively via the
following substitutions A→A∗, B→A∗C∗, C→B∗A−∗, X→
Y and simple algebraic rearrangements.

D. Illustrative example

The following example illustrates the usefulness of the
SNI lemmas derived in this section. Consider the transfer
function matrix

G(s) =

 2(7s2+10s+4)
(s+1)2(s+2)

−(3s2+12s+4)
(s+1)2(s+2)

−4(2s+1)
(s+1)2(s+2)

2(s2+6s+10)
(s+1)2(s+2)


with a state-space realization

[
A B
C D

]
=




0 0 −2 0
1 0 −5 0
0 1 −4 0
2 0 1 −1




0 −2
−2 5
−4 2
0 1

[
0 1 −4 0
−1 0 0 0

]
02

 .

Observe that CB+B∗C∗ =
[

28 −3
−3 4

]
> 0 and this realiza-

tion is non-minimal since the pair (C,A) has an unobservable
mode (s = −1). It is easy to check that A is Hurwitz

and σ(H) = σ

([
A−BR−1CA BR−1B∗

−A∗C∗R−1CA −
(
A−BR−1CA

)∗ ])=

{−1,0,0,0,0,0,0,1}, therefore G(s) is SNI by Theorem 1.
In fact,

X =


0.1250 −0.0625 0.1250 0
−0.0625 0.2813 −1.0625 0
0.1250 −1.0625 5.1250 0

0 0 0 0

≥ 0

is the unique solution to (8) with σ(A − BR−1(CA −
B∗X)) = {−1,0,0,0}. Then, by Theorem 2
lim

ω→0+
1
ω

j [G( jω)−G( jω)∗] is not a positive definite

matrix, since A− BR−1(CA− B∗X) has more than m = 2
zero eigenvalues at the origin. This is confirmed since

lim
ω→0+

1
ω

j [G( jω)−G( jω)∗] =

[
0 0
0 38

]
≥ 0. It is also

simple to verify that this X satisfies (9) and (10) and

gives L =


0.0903 −0.1079 0.7939 −0.0647
−0.1079 0.5374 −1.2244 −0.1168
0.7939 −1.2244 7.1638 −0.4372
−0.0647 −0.1168 −0.4372 0.1384


from (9), which in turn gives M(s) with no transmission

zeros. Moreover, Y =


10 6 1 20
6 20 4 32
1 4 1 7
20 32 7 76.8932

 > 0 is the

unique solution to (11) with σ(A− (B−YA∗C∗)R−1CA) =
{−1,0,0,0}. Again, it is simple to verify that this Y satisfies

(13) and gives Q =


0.7980 −0.3668 0 1.7968
−0.3668 4.5046 0 2.7522

0 0 0 0
1.7968 2.7522 0 6.9988


from (12), which in turn gives N(s) with no transmission
zeros. Finally, C(I−Y X) = 0 and (I−Y X)A−1B = 0.

Remark 4: Observe that X = Y−1 also solves (8), but
it is not an almost stabilizing solution to ARE (8) since
σ(A−BR−1(CA−B∗Y−1)) = {1,0,0,0}. This is consistent
with Remark 2 in regard to the uniqueness of the almost
stabilizing solution of (8).

IV. SNI CONTROL PROBLEM

Consider the uncertain linear system depicted in Fig. 1
where the uncertainty ∆(s) is NI and the generalized plant
G is described by

ẋ = Ax+B1w+B2u

z =C1x+D11w+D12u (15)
y =C2x+D21w+D22u

where x is the state of the plant, w is the disturbance acting
on the system, u is the control input, z is the controlled output
signal, y is the measurement output, A ∈ Rn×n, B1 ∈ Rn×m

B2 ∈Rn×q, C1 ∈Rm×n, C2 ∈Rp×n, D11 ∈Rm×m, D12 ∈Rm×q,
D21 ∈ Rp×m, D22 ∈ Rp×q and q≤ m, p≤ m.

Our aim is to find conditions for the existence of a
controller K(s) such that the closed-loop system Fl (G,K)
is SNI and the associated linear fractional interconnection is
internally stable and provide a formula for such controller.
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Fig. 1. Feedback control of an uncertain system

A. Static state-feedback

If all the system states are available to the controller,
then we can design a state-feedback controller such that the
closed-loop system is SNI as shown in the following result.

Note that in this case, the generalized plant G becomes

ẋ = Ax+B1w+B2u

z =C1x+D11w (16)
y = x

and the static state-feedback control law is given by u = Kx.
Theorem 3: Consider the generalized plant G in (16)

where C1B2 is full column rank, and (A,B2) is stabilizable.
Let R=C1B1 +B∗1C∗1 > 0 and suppose that

1) D11 = D∗11;
2) there exists a real X ≥ 0 such that

A∗xX +XAx +XRxX +Qx = 0, (17)

where

Ax =(I−B1R−1C1)[I−B2(B∗2C∗1R−1C1B2)
−1

B∗2C∗1R−1C1]A, (18)

Rx =B1R−1B∗1− (I−B1R−1C1)B2(B∗2C∗1R−1

C1B2)
−1B∗2(I−B1R−1C1)

∗, (19)

Qx =A∗C∗1R−1[R−C1B2(B∗2C∗1R−1C1B2)
−1B∗2

C∗1 ]R
−1C1A. (20)

Then, the state-feedback controller u = Fx generates an NI
closed-loop system [

A+B2F B1
C1 D11

]
, (21)

where

F =−(B∗2C∗1R−1C1B2)
−1B∗2

[
X +C∗1R−1(C1A−B∗1X)

]
.
(22)

Moreover, if in addition σ(Ax + RxX) ⊂ C<0 ∪ {0} and
det(A+B2F) 6= 0, then the closed-loop system (21) is SNI
with A+B2F Hurwitz.

Proof: The proof will be published elsewhere.
Remark 5: Note that when A is nonsingular the columns

of A−1B2 belongs to kerAx ∩ kerQx. On the other hand,
when A is singular there exists 0 6= v ∈Rn such that Av = 0,

thus v⊂ kerAx∩kerQx. Consequently, kerAx∩kerQx is not
an empty set. Then, it follows that the ARE (17) has a
singular Hamiltonian and its solution may not be unique.
However, we can find some of these solutions by following
the procedure in [23]. Singular Hamiltonians arise in NI
controller synthesis.

Remark 6: The assumption that (A,B2) is stabilizable is
not needed to design a feedback gain K such that Fl(G,K)
is NI. This assumption is however required for Fl(G,K) to
be internally stable.

B. Dynamic output feedback

Consider the generalized plant G in (15). The controller
K : C→ Cq×p is described by

ẋk = Akxk +Bky

u =Ckxk +Dky (23)

where xk is the state of the controller, Ak ∈Rk×k, Bk ∈Rk×p,
Ck ∈ Rq×k and Dk ∈ Rq×p.

Suppose the generalized plant state-space matrices in (15)
satisfy the following assumptions:
(A1) (A,B2) is stabilizable and (C2,A) is detectable;
(A2) C1B2 is full column rank, D21 has full row rank;
(A3) D12 = 0 and D22 = 0;
(A4) C1B1 +B∗1C∗1 > 0.

Assumption (A1) is necessary for internal stability. As-
sumption (A2) is analogous to the corresponding assump-
tion in LQG/H∞/SPR synthesis [24], [25] for the sys-

tem s(G(s)−D11) =

 A B1 B2
C1 C1B1 C1B2
C2 D21 D22

. The assump-

tion that C1B2 is full column rank in (A2) means that the
transfer function from u to z has relative degree of one. The
assumptions in (A3) can easily be relaxed as shown in [26,
Lemma 5]. Assumption (A4) is necessary for the synthesis
method presented in the following result.

Theorem 4: Consider the generalized plant G in (15) and
let the assumptions (A1) to (A4) hold. Let R=C1B1 +B∗1C∗1
and suppose that

1) D11 = D∗11;
2) there exists a real X ≥ 0 such that A∗xX+XAx+XRxX+

Qx = 0, where Ax, Rx and Qx are defined in (18), (19)
and (20) respectively;

3) there exists a real Y ≥ 0 such that AyY +YA∗y +Y RyY +
Qy = 0 and σ(Ay +Y Ry)⊂ C<0, where

Ay =
(

I−B1R−1C1

)
A−B1R−1D∗21

(
D21R−1D∗21

)−1

(
C2−D21R−1C1A

)
,

Ry =A∗C∗1R−1C1A−
(

C2−D21R−1C1A
)∗

(
D21R−1D∗21

)−1(
C2−D21R−1C1A

)
,

Qy =B1R−1
[

R−D∗21

(
D21R−1D∗21

)−1
D21

]
R−1B∗1; (24)

4) ρ(Y X)< 1.
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Then, the closed-loop system Fl (G,K) is NI when the
controller

K =

[
A+B2F +(I−Y X)−1 LC2 +Ψ −(I−Y X)−1 L

F 0

]
,

where F is defined in (22) and

L =−
[
YC∗2 +(B∗1−C1AY )∗R−1D∗21

]
(D21R−1D∗21)

−1;

Ψ =−
[
B1 +(I−Y X)−1LD21

]
R−1 [C1(A+B2F)−B∗1X ] .

If, in addition, σ(Ax + RxX) ⊂ C<0 ∪ {0} and

det
([

A+B2F −B2F
−Ψ A+Ψ−BkC2

])
6= 0, then Fl (G,K)

is SNI and the associated linear fractional interconnection
is internally stable.

Proof: The proof will be published elsewhere.
Remark 7: The procedure to synthesize a controller for

the SNI problem is as follows: 1) verify that D11 is sym-
metric, 2) find the unique solution of the ARE in the
third condition of Theorem 4, 3) find all the solutions to
the ARE in the second condition of Theorem 4, 4) from
all the solutions found in step 3 check which of them
satisfy σ(Ax+RxX)⊂C<0∪{0}, det(Ac) 6= 0 and the fourth
condition of Theorem 4. It is worth mentioning that there
may be more than one controller which solves this problem
as pointed out in Remark 5.

V. CONCLUSIONS

NI and SNI lemmas for systems with non minimal state-
space representation were derived in this work. These results
are useful not only for controller synthesis but also for
robust stability analysis. Then, we derived some sufficient
conditions for the existence of a controller such that the
closed-loop is SNI and also internally stable. Although
these conditions do not seem to be conservative, necessary
conditions for the SNI controller synthesis remain an open
problem.
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