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Abstract—This paper deals with the dynamic output feedback controller synthesis utilizing the $\alpha-$ strictly negative imaginary systems property. The proposed scheme ensures robust stability in closed-loop against the set of all stable, strictly proper negative imaginary uncertainties that satisfies the DC loop gain condition pertaining to negative imaginary stability. In addition to that, a prescribed decay rate in the closed-loop time response is also enforced via $\alpha-$ pole placement. Two illustrative examples have been studied to demonstrate the usefulness of the proposed controller synthesis scheme.

I. INTRODUCTION

The theory of negative imaginary (NI) systems was motivated by the study of inertial systems with colocated force actuator and position sensor [1], [3]. In a single-input-single-output (SISO) setting, a stable transfer function is said to have the NI (resp., strictly NI or SNI) frequency response if its Nyquist plot lies below (resp., strictly below) the real axis of the complex plane in the open frequency interval from zero to infinity [1]. In contrast to positive real (PR) systems, NI systems can have relative degree of up to two and they can also have non-minimum phase zeros [8]. Due to virtue of the simple internal stability condition for interconnected NI and SNI systems that depends primarily on the DC loop gain information [1], the NI system theory finds immense applications in controller design especially for mechanical and mechatronic systems. For example, it has been applied in vibration control of a flexible robotic arm [10], in motion control of a robotic arm with unknown parameters [6], in vehicle platooning [4], in control of a DC servo motor [7], in nano-positioning of an atomic force microscope [11], and in position control of a swing-arm hard disk drive [15].

So far in the literature, a handful of effort has been dedicated towards the problem of NI controller synthesis. For example, an LMI-based state feedback synthesis imposing closed-loop NI property is explored in [3], [6]. While in [11], the state feedback synthesis has been done to enforce closed-loop NI/SNI property using an algebraic Riccati equation (ARE) based approach. In [13], the authors introduce a static state feedback and a dynamic output feedback controller synthesis schemes imposing closed-loop NI property. In [15], a dynamic output feedback control framework is proposed for systems with PR uncertainty which is then applied to systems with stable NI uncertainty by transforming the NI uncertainty into PR framework. Very recently, in [16] and [17], strictly negative imaginary controller synthesis problems considering both state and output feedback have been addressed applying an ARE-based approach.

Pertaining to NI synthesis that facilitates some transient performance (e.g. decay rate) via closed-loop pole-placement, the work of [12] can be referred which provides a state feedback NI controller synthesis technique exploiting the notion of $\alpha-$ and $\varphi-$ pole placement introduced in [19]. However, in many practical applications, some of the states may not be accessible for external measurement and hence, output feedback sometimes outperforms state feedback. Nevertheless, regional pole placement, or pole placement in general, provides a way of achieving time domain performance such as reducing peak overshoot and settling time, increasing decay rate, etc. [20].

Being motivated by the aforementioned developments, this paper proposes an LMI-based procedure to design a dynamic output feedback controller applying the $\alpha-$ SNI framework that ensures robust stability against all stable, strictly proper, NI uncertainties. Furthermore, it is shown via examples that the designed controller can also satisfy a certain level of robust $\mathcal{H}_\infty$ performance applying $\mu$-analysis.

II. PRELIMINARIES

This section recalls some definitions, lemmas and technical results from the literature important for developing the main results. The first definition for NI systems was given in [1] for stable systems. This was then extended in [2] to marginally-stable systems having poles in the closed left-half plane excluding the origin. In this paper, we have used the definition of NI systems according to [2].

Definition 1: (NI System) [2] A square, real, rational and proper transfer function matrix $M(s)$ is said to be NI if
1) $M(s)$ has no poles in $\mathbb{R}\{s\}>0$;
2) $jM(j\omega) - M(j\omega)^*$ $\geq$ 0 for all $\omega \in (0,\infty)$ such that $j\omega$ is not a pole of $M(s)$;
3) If $j\omega_0$ with $\omega_0 \in (0,\infty)$ is a pole of $M(s)$, it is at most a simple pole and the residue matrix $K_0 = \lim_{s \rightarrow j\omega_0} (s - j\omega_0)M(s)$ is Hermitian and positive semidefinite.

The definition of NI systems have been further extended in [8], [10] to account for NI systems with single and double poles at the origin. See also [14] for some recent feedback stability analysis results allowing poles at the origin. Let us recall the definition of SNI systems.
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Definition 2: (SNI System) [1] Let \( M(s) \) be a square, real, rational and proper transfer function matrix. \( M(s) \) is said to be SNI if \( M(s) \) has no poles in \( \mathbb{R}[s] \geq 0 \) and \( j[M(j\omega) - M(j\omega)^*] > 0 \) for all \( \omega \in (0, \infty) \).

The following lemma characterizes the strongly strict negative imaginary (SSNI) systems introduced in [5].

Lemma 1: [5] Let \( \begin{bmatrix} A & B \\ C & D \end{bmatrix} \) be a state-space realisation of a real, rational, proper and square transfer function matrix \( M(s) \). Assume, \( M(s) - M(-s)^T \) has full normal rank and the pair \((A, C)\) is observable. Then, \( A \) is Hurwitz and \( M(s) \) is SNI with \( \lim_{\omega \to 0} \frac{1}{\omega} [M(j\omega) - M(j\omega)^*] > 0 \) and \( \lim_{\omega \to \infty} j\omega [M(j\omega) - M(j\omega)^*] > 0 \) if and only if \( D = D^T \) and there exists \( Y = Y^T > 0 \) such that

\[
AY + YA^T < 0 \quad \text{and} \quad B + AYC^T = 0. \tag{1}
\]

The conditions necessary and sufficient for the internal stability of a positive feedback interconnection of stable NI and SNI systems are next presented.

Theorem 1: [1] Let \( M(s) \) be SNI and \( \gamma > 0 \). Then, the positive feedback interconnection of \( M(s) \) and \( \Delta(s) \) is internally stable for all stable NI systems \( \Delta(s) \) that satisfy \( \Delta(\infty) \geq 0 \), \( \Delta(\infty)M(\infty) = 0 \) and \( \lambda_{\max}(|\Delta(0)|) < \gamma^{-1} \) if and only if \( \lambda_{\max}(M(0)) \leq \gamma \).

Fig. 1: (a) Positive feedback interconnection of two NI systems; (b) \( M - \Delta \) configuration for robust stability analysis.

Towards this end, we set the notations for \( \alpha - \) strictly negative imaginary (abbreviated as \( \alpha - \) SNI) systems. The \( \alpha - \) SNI subclass is closely related to the SNI class of systems [5] and is defined by a state-space characterization.

Definition 3: Let \( D = D^T \) and \( \alpha > 0 \). Then, \( R(s) = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \) is said to be \( \alpha - \) SNI if there exists a real matrix \( Y = Y^T > 0 \) such that

\[
AY + YA^T + 2\alpha Y \leq 0 \quad \text{and} \quad B + AYC^T = 0. \tag{2}
\]

We now provide some remarks which explore the properties of \( \alpha - \) SNI systems and find the connections between \( \alpha - \) SNI and SSNI systems properly.

Remark 1: The \( \alpha - \) SNI systems are inherently stable. This can be readily established from (2), which implies \( AY + YA^T < 0 \) for \( \alpha > 0 \) and \( Y > 0 \), which in turn ensures Hurwitzness of \( A \) applying [18, Lemma 3.19].

Note that the definition of \( \alpha - \) SNI systems does not require a minimal state-space realisation of the underlying system. In this context, the literature [6, 16] may be referred where it is shown that most of the analysis and synthesis results associated with NI, SNI and SSNI systems theory remain applicable in case of non-minimal system realization.

Remark 2: From Definition 3, one may think that the set of the \( \alpha - \) SNI systems is a subset of the SSNI class having poles in \( \mathbb{R}[s] \leq -\alpha \). But, unlike SSNI systems [5], \( \alpha - \) SNI system property does not impose any restrictions on the state-space realisation. It can be concluded that the set of \( \alpha - \) SNI systems, say \( R(s) \), with a completely observable state-space realisation and \( R(s) - R(-s)^T \) having full normal rank belongs to the SSNI class.

Note that in case of \( \alpha - \) SNI systems the full normal rank constraint on \( R(s) - R(-s)^T \) is implied by (2) when the \( B \) matrix has full column rank. It is proved in the following lemma. The same conclusion applies to Lemma 1 as well.

Lemma 2: Let \( R(s) = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \), be an \( (m \times m) \) \( \alpha - \) SNI system with \( \text{rank}[B] = m \). Then, \( R(s) - R(-s)^T \) has full normal rank.

Proof. For a given \( \alpha > 0 \) and \( Y > 0 \), (2) implies \( AY + YA^T < 0 \). Then there exists a square and non-singular matrix \( L \) such that \( AY + YA^T = -L^TL \). For these \( L \) and \( Y \), the transfer function matrix \( N(s) = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \) acquires full column rank at \( s = j\omega \) for all \( \omega \in \mathbb{R} \) since \( A \) is Hurwitz and \( \text{rank}[B] = m \) via assumption and \( \text{rank}[LY^{-1}A^{-1}] = n \). It implies from [2, Corollary 1]

\[
j\omega[R(j\omega) - R(-j\omega)^*] \rightarrow \lim_{\omega \to \infty} j\omega N(j\omega)^*N(j\omega) > 0 \tag{3}
\]

for all \( \omega \in \mathbb{R} \setminus \{0\} \) and \( R(0) - R(0)^T = 0 \) since \( R(0) = CYC^T + D = R(0)^T \). This implies that there does not exist any continuum interval of \( \omega \in \mathbb{R} \) for which \( \det[R(j\omega) - R(-j\omega)^*] \) remains zero. This in turn ensures that \( R(s) - R(-s)^T \) must have full normal rank. Note minimality is not required. \( \Box \)

In the next section, we will introduce a dynamic output feedback controller synthesis framework exploiting the \( \alpha - \) SNI property.

III. MAIN RESULTS

A. Problem Formulation

Consider an LTI generalized plant \( G \) described by the following state-space equations

\[
\begin{align*}
\dot{x} &= Ax + B_1w + B_2u, \\
y &= C_1x + D_{11}w + D_{12}u, \\
z &= C_2x + D_{21}w,
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \) is the state vector of the generalized plant, \( u(t) \in \mathbb{R}^m \) represents the control input, \( y(t) \in \mathbb{R}^p \) is the measured output, \( w(t) \in \mathbb{R}^m \) is the exogenous input and \( z(t) \in \mathbb{R}^r \) is the objective signal. The matrices \( A \in \mathbb{R}^{n \times n}, B_1 \in \mathbb{R}^{n \times m}, B_2 \in \mathbb{R}^{n \times n}, C_1 \in \mathbb{R}^{m \times n}, C_2 \in \mathbb{R}^{r \times n} \) and \( D_{11} \) and \( D_{21} \) are all constant and known. Assume that \( D_{12} = 0 \). \( (A, B_2) \) is stabilizable and \( (A, C_2) \) is detectable. The aim is to synthesize a full-order dynamic output feedback controller

\[
\begin{align*}
\dot{x}_c &= A_c x_c + B_c y, \\
u &= C_c x_c + D_c y,
\end{align*}
\]

where
such that the nominal closed-loop system $M(s)$ is $\alpha$–SNI and the generalized plant $G$ is robustly stabilized against all stable, strictly proper, NI uncertainties satisfying the DC gain condition.

Step 1: From Definition 3, $M(s) = \begin{bmatrix} A_{cl} & B_{cl} \\ C_{cl} & D_{cl} \end{bmatrix}$ is $\alpha$–SNI with a given $\alpha > 0$ if there exists $Y = Y^T > 0$ such that

\[
\begin{bmatrix} A_{cl}Y + YA_{cl}^T + 2\alpha Y & \ast \\ \ast & B_{cl}^T + C_{cl}YA_{cl}^T \end{bmatrix} 
\leq 0.
\]

Step 2: Since inequality (12) is not in LMI form due to presence of the terms containing products of unknown controller variables, a linearising change in controller variables [19], [20] is required to transform (12) into LMI form. Partition the closed-loop Lyapunov matrix $Y$ and $Y^{-1}$ as follows:

\[
Y = \begin{bmatrix} X & M \\ M^T & \bullet \end{bmatrix}
\quad \text{and} \quad Y^{-1} = \begin{bmatrix} P & N \\ N^T & \bullet \end{bmatrix},
\]

where $X$ and $P$ are symmetric $n \times n$ matrices and the symbol $\bullet$ represents matrices that are not explicitly used in the linearization process. Note $Y^{-1}$ exists since $Y > 0$ via (8) which has been explained subsequently in step 4. Note also that $X, P, M, N$ are not independent variables but must satisfy $XP + MN^T = I$ (see [19], [20] for details). Since $M$ and $N$ are square and non-singular, the following block matrices

\[
\Pi_1 = \begin{bmatrix} P & I \\ N^T & 0 \end{bmatrix}
\quad \text{and} \quad \Pi_2 = \begin{bmatrix} I & X \\ 0 & M^T \end{bmatrix},
\]

are non-singular. $\Pi_1$ and $\Pi_2$ are related through the expression

\[
Y\Pi_1 = \Pi_2,
\]

which is obtained from $YY^{-1} = I$. The change of controller variables are defined as

\[
\hat{A} = PA + PA^T + \hat{B}\hat{C} + \hat{C}^T \hat{B}^T,
\]

\[
\hat{B} = NB_c + PB_c,
\]

\[
\hat{C} = D_c + C_c M^T,
\]

and $D = D_c$.

Step 3: Applying a congruence transformation on (12) with the block diagonal matrix diag($\Pi_1, I$) and using (15), we obtain

\[
\Pi_1^T A_{cl} \Pi_2 + \Pi_2^T A_{cl}^T \Pi_1 + 2\alpha \Pi_1^T \Pi_2 \quad \ast \quad \begin{bmatrix} B_{cl}^T & C_{cl} \end{bmatrix} \Pi_1 
\leq 0.
\]

Simplifying all the product terms and substituting into (17) the linearising change of controller variables given in (16), we get back condition (7), that is,

\[
\begin{bmatrix} \Phi_{11} + 2\alpha \Phi_2 \ast \Phi_{12} + 2\alpha \Phi_3 \ast \Phi_{22} + 2\alpha \Phi_4 \ast \Phi_{23} \ast \Phi_{23} \ast 0 \end{bmatrix} \leq 0.
\]

Step 4: Positive definiteness of the closed-loop Lyapunov matrix $Y = \begin{bmatrix} X & M \end{bmatrix}$ is guaranteed by (8) via the congruence transformation shown below

\[
\Pi_1^T Y \Pi_1 = \begin{bmatrix} P & I \\ I & X \end{bmatrix} > 0.
\]
Step 5: The inequality condition (9) is equivalent to \( M(0) < y \) since \( M(0) = C_d Y C_f^T + D_{11}. \) This in turn implies \( \lambda_{\max}[M(0)\Delta(0)] < 1 \) via [1]. Thus, the interconnection of \( M(s) \) being \( \alpha - \text{SNI} \) and \( \Delta(s) \) being stable NI satisfies all the assumptions of Theorem 1 as well as the DC loop gain condition. Therefore, the interconnection is robustly stable. This completes the proof.  

Remark 3: In order to find square and non-singular solutions of \( M \) and \( N \) from the expression \( MN = I - XP \), methods such as \( Q - R \) factorisation, Cholesky factorisation or Eigen-decomposition can be used. But the easiest solution is to choose \( M = I \) and accordingly, \( N = I - PX \). This choice of \( M \) and \( N \) rules out the possibility of getting ill-conditioned solutions in Matlab due to computational issues.

IV. ILLUSTRATIVE EXAMPLES

In this section, we will present two illustrative examples to elucidate the usefulness of the proposed synthesis technique.

A. Example 1

We reconsider the model of an uncertain flexible structure system with colocated position sensor and force actuator, as shown in Fig. 2, originally studied in [3], [6] followed later by [13]. The generalized plant model \( G \) of the physical system is governed by the following state-space equations.

The output of the system \( y(t) \) is subjected to some bounded disturbance \( d(t) \in \mathbb{R} \).

\[
\begin{align*}
G: \quad \begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} &=
\begin{bmatrix}
-1 & 0 & 0 \\
1 & -1 & 1 \\
0 & 1 & -1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix}
+ \\
\begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
w \\
d
\end{bmatrix}
+ \\
\begin{bmatrix}
-2 \\
1 \\
0
\end{bmatrix}
u,
\end{align*}
\]

and \( W(s) = \Delta(s)Z(s) \), where \( W(s) \) and \( Z(s) \) are the Laplace transform of \( w(t) \) and \( z(t) \) respectively. In line with [6], \( \Delta(s) \) is an SNI uncertainty with \( \Delta(\infty) = 0 \) and \( \Delta(0) \leq 1 \).

Part I. The control objective is to synthesize a dynamic output feedback controller \( K(s) \) such that the nominal closed-loop system \( M(s) \) becomes \( \alpha - \text{SNI} \) and the generalized plant \( G \) remains stable closed-loop in presence of any \( \Delta(s) \) defined above. Choosing \( \alpha = 0.8 \) and applying Theorem 2, we obtain a feasible solution set of matrices

\[
P = \begin{bmatrix}
126.3650 & 15.0662 & 83.8253 \\
15.0662 & 7.8543 & 15.0240 \\
83.8253 & 15.0240 & 126.6103
\end{bmatrix}
> 0,
\]

\[
X = \begin{bmatrix}
33.3391 & -2.0000 & -31.8531 \\
-2.0000 & 0.5764 & 1.5764 \\
-31.8531 & 1.5764 & 30.8991
\end{bmatrix}
> 0,
\]

and \( \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D} \) using the CVX toolbox [21]. We fix \( M = I \) and hence, \( N = I - PX \). The controller matrices \( A_c, B_c, C_c \) and \( D_c \) are then uniquely reconstructed for this \( M \) and \( N \) using the relations (11a)-(11d). The controller \( K(s) \) is computed as

\[
K(s) = \frac{3.7491(s + 1)(s + 1.345)(s + 6.358)}{(s + 36.45)(s + 1.386)(s + 1.001)}
\]

which constitutes the nominal closed-loop system

\[
M(s) = \frac{3.749s^5 + 33.63s^4 + 97.04s^3 + 126.62s^2 + 77.97s + 18.48}{s^6 + 38.09s^5 + 174.3s^4 + 336.1s^3 + 328.9s^2 + 162s + 32.06}
\]

from \( w \) to \( z \). The closed-loop poles are given by \( \lambda_i(A_{cl}) = \{ -33.1278, -1.1847, -0.9259 \pm j0.1564, -0.9264, -1.00 \} \).

It can be readily verified that \( M(s) \) is an \( \alpha - \text{SNI} \) transfer function with \( \Re[\tilde{\lambda}_i(A_{cl})] < -0.8 \) for all \( i \). The Nyquist plot of \( M(s) \) given in Fig. 3a also reflects that \( M(s) \) is an SNI transfer function. Now, we find \( M(0) = 0.5764 \) and hence, \( M(0)\Delta(0) = 0.5764 < 1 \), which ensures robust stability in closed-loop against the given set of \( \Delta(s) \) having \( \Delta(0) \leq 1 \) via Theorem 2. In order to show the applicability of the proposed synthesis scheme, we study the disturbance-attenuation problem in presence of two arbitrarily chosen strictly proper SNI uncertainties given by \( \Delta_1(s) = \frac{1}{s^2} \) and \( \Delta_2 = \frac{1}{s^3} \). A pulse disturbance having amplitude 0.1 and \( T_{on} = 1 \) s is applied to the system under all zero initial condition. Figures 4a-4d compare the closed-loop time response corresponding to the nominal case and in presence of the
uncertainties. It is observed that the designed controller $K(s)$ ensures closed-loop stability and also provides satisfactory transient performance in presence of the uncertainty. The figures reveal that the percentage deviation from nominal to perturbed condition in each of the states as well as the output $y(t)$ remains within 5% only. Moreover, despite the presence of uncertainty, the control effort $u(t)$ increases to a negligible extent with respect to nominal level. The plot of $u(t)$ has not been included due to space constraint.

![Nominal case](image1)

![In case of (0) = 0.5](image2)

![In case of (0) = 0.05](image3)

![Pulse disturbance](image4)

Fig. 4: Closed-loop time responses of the designed system under the nominal as well as perturbed condition subjected to a pulse disturbance and zero initial condition: (a) State $x_1(t)$, (b) State $x_2(t)$, (c) State $x_3(t)$, (d) System output $y(t)$.

Part II. Apart from the time domain performance analysis, we would also like to quantify and measure the robust $H_{\infty}$ performance of the closed-loop system output $(y)$ from the disturbance $(d)$ achieved by the designed controller $K(s)$. Theoretically, robust $H_{\infty}$ performance (RP) is analysed [18] by recasting the robust performance problem into a block uncertainty $\Delta_P(s) = \begin{bmatrix} \Delta(s) & 0 \\ 0 & \Delta_f(s) \end{bmatrix}$, where $\Delta_f(s) \in \mathbb{R}^{n_f \times n_f}$ is a fictitious uncertainty and $\Delta(s) \in \mathbb{R}^{n \times n}$ is the physical uncertainty as depicted in Fig. 3b. To measure the robust $H_{\infty}$ performance, $\mu$-analysis technique is invoked. According to [18, Theorem 11.9], robust $H_{\infty}$ performance with level $\beta$ of the closed-loop system shown in Fig. 3b is guaranteed for all stable $\Delta(s)$ with $\|\Delta(s)\|_\infty < \frac{1}{\beta}$ for a given $\beta > 0$ if and only if

$$\sup_{\omega \in \mathbb{R}} \mu_{\Delta_P}(N(j\omega)) \leq \beta,$$

where $N(s)$ represents the transfer function mapping from $\begin{bmatrix} w \\ d \end{bmatrix}$ to $\begin{bmatrix} z \\ y \end{bmatrix}$. Following this approach, in the present example, we compute an upper bound to $\mu_{\Delta_P}(N(j\omega))$ using the Matlab Robust Control Toolbox for the frequency interval $\omega \in [10^{-4}, 10^4]$ and find $\sup_{\omega \in [10^{-4}, 10^4]} \mu_{\Delta_P}(N(j\omega)) \leq 2.1529$.

We also calculate $\|N_{11}(s)\|_\infty = \|M(s)\|_\infty = 0.5764$. It signifies that, to satisfy robust stability alone (via Small-gain Theorem [18]), $\|\Delta(s)\|_\infty < \frac{1}{0.5764} = 1.7349$; while, to ensure the robust $H_{\infty}$ performance with level 2.1529 via $\mu$-analysis, $\|\Delta(s)\|_\infty < \frac{1}{2.1529} = 0.4645$ is required. On the contrary, to ensure robust stability according to NI-SNI stability condition, $\Delta(s)$ needs to satisfy $\Delta(0) < \frac{1}{M(0)} = 1.7349$ as $M(0) = 0.5746$ (as found in Part I). Now, $\|\Delta(s)\|_\infty < 0.4645$ is equivalent to $|\Delta(j\omega)| < 0.4645 \forall \omega \in \mathbb{R}$ which implies that the latter region is a significant restriction of the former region. Thus the $\alpha-$ SNI synthesis allows a bigger set of uncertainties compared to the set satisfying the robust $H_{\infty}$ performance.

B. Example 2

Here, we adopt the following MIMO example from [13] being inspired by [9], where the same example was studied to show an application of a decentralized static output feedback controller. The generalized plant $G$ is expressed via (4) with the following state-space matrices

$$A = \begin{bmatrix} -4 & 0 & -2 & 0 & 0 \\ 0 & -2 & 0 & 2 & 0 \\ 0 & 0 & -2 & 0 & -1 \\ -2 & 0 & 0 & -1 & 0 \\ 3 & 0 & -2 & 0 & -1 \end{bmatrix}, B_1 = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \\ 1 \end{bmatrix},$$

$$C_1^T = \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \end{bmatrix}, B_2 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, C_2 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix},$$

and $D_{11} = 0, D_{12} = 0_{1 \times 4}, D_{21} = 0_{3 \times 1}$. The uncertainty $\Delta(s)$ is assumed to be any stable, strictly proper, NI transfer function with $\Delta(0) \leq 3.6$. Similar to Example 1, the control objective is to synthesize an output feedback controller $K(s)$ which internally stabilizes $G$ and renders $M(s)$ from $w$ to $z$ $\alpha-$ SNI. Choosing $\alpha = 2$, we apply Theorem 2 on $G$ and obtain a feasible solution set of matrices

$$X = \begin{bmatrix} 24.58 & -0.06 & -9.69 & -2.83 & -7.73 \\ -0.06 & 0.25 & 0.34 & 0.03 & 0.32 \\ -9.69 & 0.34 & 24.50 & -5.65 & 10.07 \\ -2.83 & 0.03 & -5.65 & 31.85 & -1.45 \\ -7.73 & 0.32 & 10.07 & -1.45 & 34.22 \end{bmatrix} > 0,$$


and $\hat{A}, \hat{B}, \hat{C}, \hat{D}. M = I$ is taken and hence, $N = I - PX$. The controller state-space matrices are then reconstructed.
according to (11a)-(11d) as given below:

\[
A_c = \begin{bmatrix}
-5.73 & -6.89 & -5.02 & -4.09 & -4.20 \\
1.58 & 0.80 & -1.89 & 0.82 & 1.83 \\
9.19 & 2.87 & 3.17 & 1.89 & 6.55 \\
-3.24 & -0.09 & 6.12 & 0.08 & -6.57
\end{bmatrix},
\]

\[
B_c = \begin{bmatrix}
46.38 & -4.96 & -39.16 \\
-4.96 & -65.26 & -10.10 \\
19.58 & -40.04 & 31.07 \\
20.32 & -8.28 & 17.61 \\
-39.16 & -10.10 & -38.19
\end{bmatrix},
\]

\[
D_c = 0_{3 \times 1},
\]

\[
C_c = \begin{bmatrix}
0.27 & 0.36 & 0.31 & 0.36 & 0.28 \\
-0.04 & 0.11 & 0.06 & 0.096 & 0.026 \\
0.39 & 0.23 & -0.24 & 0.20 & 0.38
\end{bmatrix},
\]

We compute the nominal closed-loop system

\[
M(s) = \frac{(s+2.35)(s^2+4.942s+7.379)}{(s^2+13.89s+49.69)(s^2+6.256s+13.73)}.
\]

\[
M(s) = \frac{(s+2.325)(s+3.274)}{(s^2+4.967s+7.426)(s^2+6.174s+13.64)} \quad \text{and} \quad (s^2+5.955s+17.95)(s^2+11.17s+62.71)
\]

which has been verified to be SNI with \(\Re[\lambda[A_c]] < -2\). The Nyquist plot of \(M(s)\) shown Fig. 5 confirms that it is indeed SNI. As \(M(s)\) is strictly proper and \(M(0)\Delta(0) = 0.2507 \times 3.6 = 0.9025 < 1\), it guarantees that the designed controller \(K(s)\) ensures robust stability of the generalized plant \(G\) against any stable NI uncertainty \(\Delta(s)\) satisfying \(\Delta(0) \leq 3.6\) via Theorem 2.

![Nyquist plot](image)

**Fig. 5:** Nyquist plot of the synthesized \(\alpha\)–SNI transfer function \(M(s)\) obtained in Example 2.

**V. CONCLUSIONS**

In this paper, we propose an LMI-based \(\alpha\)–SNI synthesis technique for stable/unstable LTI systems with stable NI uncertainty. This synthesis technique transforms the nominal closed-loop system into a subset of the SNI class along with the closed-loop poles having \(\Re[s] \leq -\alpha\) for a given \(\alpha > 0\). Robust stability is also guaranteed against any stable strictly proper NI uncertainty satisfying the required DC-gain bound. Moreover, using the proposed technique, other performance measures such as, \(\mathcal{H}_2\) and \(\mathcal{H}_\infty\), can be seamlessly added by following the approach presented in [20]. In future, the effectiveness of the controller may be validated in an experimental set-up of a series elastic actuator.
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