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Abstract— The wide range of applications and configurations
of UAVs raises the need for different types of navigation
methodologies compared to the conventional INS/GPS system.
For instance, the limitation in cost, size and weight of indoor
UAVs makes conventional navigation system unsuitable for
these vehicles. In addition, the INS/GPS navigation system is
impractical for indoor applications because the GPS signal is
not reliable in closed territories. This paper proposes a new,
cost-effective and simple indoor navigation system using three
laser beams fixed to the body of the UAV and shooting to the
ground. Then, a camera and computer vision algorithm are
used to capture the laser dots on the ground and determine
their coordinates. The position of laser dots is used to obtain
full information about the position and orientation of the UAV.
The proposed navigation system can be classified as a vision
based navigation system, yet, it does not depend highly on the
quality of the video shots taken from the vision camera and does
not require a heavy image processing algorithm. An illustrative
simulation study is conducted to demonstrate the validity of
the proposed navigation system.

I. INTRODUCTION AND RELATED WORKS

Research interest in Unmanned Aerial Vehicles (UAVs)

has grown rapidly due to their wide range of applications [1].

Nevertheless, seeking full autonomy is one of the main

factors behind the milestone developments in UAV systems

[2], [3]. To achieve autonomy, the UAV needs a navigation

system that gives information regarding the status of the

vehicle and feeds this information to the controller for an ap-

propriate action to be taken. The common navigation system

used for large scale UAVs is the Inertial Navigation System

coupled with the Global Positioning System (INS/GPS).

However, for small UAVs or indoor applications, there is

a need for alternative navigation strategies [3]. This is due

to the fact that INS/GPS system is relatively expensive and

needs a good access to the GPS signal which is not available

in case of indoor areas.

The challenge of simple, less costy and efficient indoor

navigation schemes has been undertaken by many UAV

research groups [1], [3], [4]. Different techniques such as

pressure sensors for altitude, magneto-resistive magnetome-

ter, laser range finder, radar and ultra sound for position

estimation and obstacles detection have been investigated

[5], [3], [4]. In this regard, employing vision-based systems
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(computer vision systems) for autonomous navigation has

attained considerable interest [4] due to the fact that vision

based systems are lightweight, passive and produce rich

information about the motion of the vehicle [5]. The vision

based navigation algorithms were used initially for ground

mobile robots and then imported to UAV systems [6]. To use

vision based navigation systems, the path of the UAV needs

to be known a priori. Images of the surrounding environment

of the UAV’s flying path are taken and analyzed to identify

the basic features of this path before the flying mission

commences. Then, the real time images taken from on-board

camera(s) during the flight mission are compared with the

visual memory of the vehicle to identify the known features

and estimate the motion of the UAV. Different algorithms

and schemes are developed to excel the feature detection

and speed up the matching process [7], [8].

The computer vision systems might be used solely to esti-

mate the motion and orientation of the vehicle by tracking the

movement of the captured features in two consecutive shots

from the on-board camera [6]. This method is complicated,

involves heavy computational burden, affected highly by the

quality of the image and the number of features to be ana-

lyzed, and works efficiently only in specific territories with

good images. To reduce the complexity and computational

costs, the image analysis is chosen in [9] to be performed

on a ground station where the data is communicated from/to

the UAV via a wireless link. This type of implementation

reduces the autonomy of the UAV and puts the vehicle at

risk in case of wireless communication failure. The vision-

based information is integrated with other sensors such as

GPS/gyroscope in [10] to refine and correct the estimation of

the UAV’s motion. This again requires a good GPS signal and

is impractical for indoor applications or urban territories. To

sum up, computer vision based systems are still developing

and have many software and hardware difficulties.

A laser based navigation scheme is developed in [11]

where the projection of four diode spots on the ground is

used to estimate the dimensional position of the helicopter.

However, the estimation of the motion of the helicopter

is made by the maximum likelihood method. The algo-

rithm contains over-determined nonlinear equations, and the

authors have not discussed how to solve these equations.

Moreover, the navigation system performance was not con-

sidered and rather the focus was on the control system of

the helicopter.

The literature lacks such an indoor navigation strategy that

is effective and easy to implement. In this work, we tackle the

indoor navigation problem by introducing a new navigation

strategy that benefits from the computer vision algorithms,

19th Mediterranean Conference on Control and Automation
Aquis Corfu Holiday Palace, Corfu, Greece
June 20-23, 2011

ThBT3.1

978-1-4577-0123-8/11/$26.00 ©2011 IEEE 1223



978-1-4577-0123-8/11/$26.00 ©2011 IEEE 1224



978-1-4577-0123-8/11/$26.00 ©2011 IEEE 1225



Yr is in the plane XsYs as shown in Fig. 2(b). Then, in

order to transfer any vector
[

xs ys zs
]T

from the laser

beams coordinate s to a new vector
[

xr yr zr
]T

in the

orthogonal coordinate systems r, we write:




xr
yr
zr



 =





t11 t12 t13
t21 t22 t23
t31 t32 t33









xs
ys
zs



 (21)

where tij , i, j = 1, 2, 3 represent the elements of transforma-

tion matrix T r
s from frame s to frame r. With the choice of

the coordinate frame r as in Fig. 2(b), the transfer matrix T r
s

is given as (see the Appendix for details of the derivation):

T r
s =





1 cosα cosα

0 sinα cosα(1−cosα)
sinα

0 0
√
1−3cos2 α+2cos3 α

sinα



 , α ∈
(

0,
2π

3

)

(22)

Eq. (22) shows clearly that T r
s is not related to the status of

the vehicle and therefore it is always fixed.

Rb
r represents the rotation matrix from the orthogonal

system r to the body frame b. This rotation matrix is related

only to the physical angles between the laser beams and

the body of the UAV and therefore it is constant. To obtain

Rb
r, we assume there is no rotation between the global earth

system and the zero-time body frame, i.e., the vehicle is in

a horizontal alignment with the ground with no yaw rotation

before any change in the attitude of the vehicle. At this point

of time, Re
b is a unity matrix, i.e., Re

b0
= I3×3. Now, from

Eq. (18) we can write:

Rb
r = Rb0

r = U0(U
s
0 )

−1 (T r
s )

−1
(23)

where U0 and Us
0 represent the matrices of the laser beam

vectors in the earth frame and laser frame respectively before

the vehicle makes any move.

Now, substituting Eq. (23) in Eq. (20) gives:

Re
b = U(Us)−1 (T r

s )
−1 (

Rb
r

)−1
(24)

= U(Us)−1 (T r
s )

−1
(

U0(U
s
0 )

−1 (T r
s )

−1
)−1

(25)

= U(Us)−1 (T r
s )

−1
T r
sU

s
0 (U0)

−1
(26)

= U(Us)−1Us
0 (U0)

−1
(27)

The standard orientation angles are defined as the rotation

angles from e to b and this means that the required rotation

matrix is Rb
e. From Eq. (27), we have:

Rb
e = (Re

b)
−1 = U0(U

s
0 )

−1UsU−1 (28)

The general form of the rotation matrix using the rotation

angles φ, θ and ψ is given in [14] as:

R =





CθCψ CθSψ −Sθ

−CφSψ + SφSθCψ CφCψ + SφSθSψ SφCθ

SφSψ + CφSθCψ −SφCψ + CφSθSψ CφCθ





(29)

where Cx = cosx, Sx = sinx and the sequence of the

rotation is considered around Z axis with angle ψ and then

around the Y axis with angle θ and finally around the X axis

with angle φ; i.e., R = R(X,φ)R(Y, θ)R(Z,ψ). Matching

the rotation matrix Re
b in Eq. (28) with the general form

of the rotation matrix in Eq (29) gives the required attitude

angles φ, θ and ψ.

IV. IMPLEMENTATION

The previous section shows that the position and orien-

tation of the UAV can be determined when the information

about the global position of the three laser dots is available.

In order to identify the global coordinates of the laser dots,

different techniques can be used. For instance, a fixed camera

at the flying area can be used to capture the image of the

UAV’s flying path along with the laser dots, analyze this

image, determine the laser dots coordinates and then supply

the required information to the UAV. This technique needs

a communication between the UAV and the ground station

to communicate the data of the laser coordinates, which in

turn reduces the level of autonomy of the UAV. Moreover,

this option can be used in small area where the whole flying

path can be captured by one camera. For wide spaces, more

than one camera should be used to cover the whole flying

path of the vehicle and be able to determine the laser dots.

Another alternative method for obtaining the coordinates

of the laser dots is to use on-board camera and do the

required analysis on-board. This choice increases the in-

dependence of the vehicle and makes the system flexible

to be used in different environments. In this case, the

global coordinates of the laser dots are calculated by using

the coordinates of predefined non movable landmarks. The

global positions of landmarks should be known a priori so

that they can be used as database to obtain the global position

of the laser dots. In details, the process starts by capturing

the three laser dots and any landmarks appearing in the view

to the on-board camera. Then, a computer vision algorithm

can be used to analyze the captured photo and identify its

components. When a landmark is recognised in the photo, a

mapping matrix between the local position of the landmark

in the shot and its predefined global position is calculated.

Given that the positions of the laser dots in the captured

image relative to the image of the landmark in the same

photo shot can be determined easily, the previous mapping

data of the landmark positions is used to transfer the laser

dots to the global frame and obtain their global coordinates.

However, in order for the laser dots to be seen by the camera

at all times, a restriction to the angle α between the laser

beams applies as shown in the following subsection.

In all cases, it is assumed that the laser beams hits the

ground and that the ground is perfectly flat in order to

capture the coordinates of the laser dots correctly. This

assumption makes the proposed methods appropriate for

indoor, laboratory experiments.

Restrictions to the angle between the laser beams α when

using on-board camera

When using on-board camera with certain specifications,

the angle α between the laser beams should be designed

so that the camera can capture all the three laser dots on
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Fig. 4. Simulation study for the proposed navigation system.

VI. CONCLUSION

This paper proposes a new, cost-effective and simple

navigation system for UAVs. The system is proposed for

indoor applications, yet, it can be used also in outdoor

missions when the UAV flies at low altitude in plain and

predetermined areas. This makes the system ideal for testing

stages of mini UAV systems where the possibility of crash is

high and it is preferable not to use an expensive navigation

system during these flight tests. The system provides full

information about the position and orientation of the UAV

using three laser beams fixed to the vehicle’s body system

and pointing downward to the ground. A computer vision

algorithm is needed to identify the dots and determine their

positions. The system is more efficient when the angle

between the laser beams is α = 90◦ as it becomes possible

to get the length of the laser beams without the need for extra

sensors or estimation algorithms. A simple simulation study

is conducted to show the ability of the proposed navigation

system to record the status of the UAV. The future work of

this project aims to provide experimental implementation for

the proposed navigation system. Further study will consider

the robustness of this algorithm with respect to the quality of

the images and the case where the ground is not completely

flat.

APPENDIX

To derive the transformation matrix T r
s in Eq. (22), we

can write from Fig. 2(b):

t11 = 1 t12 = cosα t13 = cosα
t21 = 0 t22 = sinα
t31 = 0 t32 = 0

The inner products of the unit vectors of Xs and Ys gives:

(t12 · t13) + (t22 · t23) + (t32 · t33) = |1||1| cosα

⇒ t23 =
cosα (1− cosα)

sinα

In addition, the cosine directions of any vector is equal to 1.

This gives:

t213 + t223 + t233 = 1

⇒ t33 =

√
1− 3cosα2 + 2cos3 α

sinα
,

and this makes the matrix T r
s as:

T r
s =





1 cosα cosα

0 sinα cosα(1−cosα)
sinα

0 0
√
1−3cos2 α+2cos3 α

sinα



 , α ∈
(

0,
2π

3

)
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