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Abstract— Smoothness constraints are formulated for
weights in H∞ loop-shaping design in order to ensure smooth
variations in their magnitude response. Smoothness in the
magnitude response of weights prevents the cancelation of
lightly damped poles/zeros of the plant when the shaped
plant is formed by cascading the nominal plant with the
weights. It also allows fitting by low-order transfer functions
when the smooth variations are computed point-wise in
frequency. Gradients of weights, expressed in dB/decade,
are used to formulate the smoothness constraints in LMI
form as additional constraints to those on the singular
values and condition numbers of weights in [Lanzon, 2005,
Weight optimization in H∞ loop-shaping, Automatica, 41(1):
1018-1029]. The resulting solution algorithm maximizes the
robust stability margin while simultaneously synthesizing
smooth weights and a stabilizing controller subject to the
shaped plant lying within a specified region that depicts the
closed-loop design requirements.

Keywords: H∞ loop-shaping; Smoothness constraint; Weight
optimization; Robust control.

Fig. 1: Feedback interconnection

I. Introduction

A well-known design methodology that combines classical
loop-shaping concepts with H∞ synthesis is the so-called
H∞ loop-shaping design procedure (LSDP) [1]. This proce-
dure establishes a good tradeoff between robust performance
and robust stability of a closed-loop system in a system-
atic framework where the closed-loop design objectives are
specified in terms of loop-gain of the compensated system.
This design framework is depicted in Figure 1 where a
stabilizing controller C∞ is synthesized for the shaped plant
Ps = W2PW1 and the final H∞ loop-shaping controller is
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obtained by cascading weights with the stabilizing controller
C∞ as C = W1C∞W2.

The design framework is captured in three steps: (i) W1
and W2 are selected such that Ps has the desired loop-
shape that satisfies closed-loop specifications, (ii) the optimal
robust stability margin bopt(Ps) is estimated once a desired
loop-shape is achieved and (iii) C∞ is then synthesized based
on Ps. The achieved robust stability margin indicates the
success of the LSDP. Hence, a designer’s objective is to
select weights that achieve large robust stability margin. It
should however be noted that the weight selection process is
non-trivial and factors such as right-half plane poles/zeros of
the nominal plant, strength of cross-coupling for multi-input
multi-output (MIMO) systems, roll-off rate around cross-
over, singular values and condition numbers of the loop-
shaping weights etc. must be duly considered. All of these
factors have been discussed in detail in [1]–[4].

In reducing the length of iterations between the steps of
H∞ LSDP by eliminating trial and error in Step 1, these
factors have been combined in [2] into a single optimization
framework that facilitates design via an algorithm that max-
imizes the robust stability margin while simultaneously syn-
thesizing weights and a stabilizing controller. This algorithm
is computationally efficient as the optimization problem is
posed in quasiconvex form that is easily implementable using
available LMI toolbox to design either diagonal or non-
diagonal weights.
In this paper, based on the motivation in Section III, smooth-
ness constraints are formulated in Section IV. A solution al-
gorithm to solve the posed optimization problem is presented
in Section V and a numerical example is given in Section VI
to elucidate the efficacy of the constraints. The conclusion
is given in Section VII. Next, notations that are central to
subsequent sections are defined.

II. Notation and definition

Let R,R+,R
n
+ respectively denote the set of real numbers,

strictly positive real numbers and column vectors of
dimension (n× 1) with each entry belonging to R+. Rn×m

and RH n×m
∞ are the set of real rational and real rational

stable transfer function matrices respectively, each of
dimension (n×m). Functions that are units in RH∞ belong

to GH∞, i.e f ∈ GH∞ ⇔ f , f −1 ∈ RH∞. diag
(

a
b

)
is a

shorthand notation for
(

a 0
0 b

)
. Let Λn represent the set of

real strictly positive diagonal matrices of dimension (n×n),
defined as Λn := {diag(x) : x ∈ Rn

+}. Also, let C (P) denote
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the set of all stabilizing controllers for a plant P. For matrix
A, the i-th singular value is represented as σi(A) and the
condition number is defined as κ(A) := σ(A)/σ(A), where
σ(A) (resp. σ(A)) is the largest (resp. smallest) singular
value. The robust stability margin b(Ps,C∞) of the feedback
interconnection shown in Figure 1 is defined as

b(Ps,C∞) :=

∣∣∣∣∣∣
∣∣∣∣∣∣
[

Ps
I

]
(I−C∞Ps)−1

[
−C∞ I

]∣∣∣∣∣∣
∣∣∣∣∣∣−1

∞
if C∞ ∈ C (P) otherwise 0. The maximum achievable robust
stability margin bopt(Ps) := sup

C∞
b(Ps,C∞) ∈ [0,1]. The

following two sets are defined for compactness of notation:
Ξ(α,β,ζ) := {W ∈ GH∞ : α(ω) < σi(W( jω)) <
β(ω), κ(W( jω)) < ζ(ω) ∀i,ω}

Π(α,β,ζ,η) := {W = diag


w1
w2
...

wp

 ∈ GH p×p
∞ : α(ω) <

σi(W( jω)) < β(ω), κ(W( jω)) < ζ(ω),∣∣∣∣∣∣ d
d(log10ω)

(20 log10 |wi( jω)|)

∣∣∣∣∣∣ < η(ω) ∀ω, i = 1,2, . . . , p}

for some given continuous frequency functions
α, β, ζ, η : R → R+ that satisfy β(ω) > α(ω), ζ(ω) > 1
and η(ω) > 0 ∀ω. For W, α and β delimit the allowable
region for its singular values, ζ provides a bound for its
condition number and η, expressed in dB/decade, provides
bound for the gradient of the magnitude response of its
diagonal elements. A∗ is the complex conjugate transpose of
matrix A. For a given scaled plant P ∈Rm×n, further define
Λ1ω = W1( jω)−∗W1( jω)−1 ∈ Λn and
Λ2ω = W2( jω)∗W2( jω) ∈ Λm.

III. Problem motivation
An important consideration in design is the pole-zero

cancelation of modes of lightly damped or undamped plants
due to its effects on robust performance and robust stability
of the closed-loop system [4]–[8]. Although the algorithm
of [2] works well for almost all LTI systems, it does not
prevent stable1 lightly-damped pole-zero cancelations when
the shaped plant is formed.

To illustrate this phenomenon, consider a spring-mass
system whose transfer function is given as P(s) =

k
s2(M1M2s2 + (M1 + M2)k)

[9] based on the measurement of

the position of the second mass M2 as shown in Figure 2(a).
This system has a rigid-body mode (M1 and M2 in rectilinear
motion without friction) and a single vibration mode (spring
of stiffness k). Using nominal values of M1 = M2 = 1Kg and
k = 1Nm−1, transfer function of the nominal plant is obtained

as P0(s) =
1

s2(s2 + 2)
, i.e. P0(s) has two undamped poles at

s = ± j
√

2. The algorithm of [2] is now used to synthesize
C∞ and W1 that shapes the singular values of P0(s), the
singular values of P0(s) and Ps(s) are shown in Figure 2(b).
These plots show that the undamped modes of the nominal

1Note that there is no possibility of unstable pole-zero cancelation using
the discussed algorithm since stable minimum phase transfer functions are
fitted as loop-shaping weights.

plant have been canceled by the synthesized weight. This
is undesirable in design as it results in poor robustness of
the closed-loop system and is therefore a shortcoming of the
algorithm.

(a) Spring-Mass system

(b) Singular values of Ps and P.

Fig. 2: Schematic diagram of spring-mass system and
singular-value plots of Ps and P.

Flexible structures are unique and challenging [10] and
the algorithm of [2], when used to design weights for this
class of systems, cannot guarantee the avoidance of stable
pole-zero cancelations of lightly damped modes as shown
above. The aim of this paper is to circumvent this drawback
by introducing smoothness constraints on the weights as
additional constraints in the weight optimization framework
of [2]. The algorithm in this paper is formulated to syn-
thesize only diagonal weights, which is consistent with the
observation that diagonal weights are generally sufficient to
shape the singular values of a plant [11]. Though with minor
modifications as discussed in [2], it is very easy to extend this
work also for the synthesis of smooth non-diagonal weights.

IV. Formulation of the smoothness constraints

Here, we describe briefly the weight optimization frame-
work of [2] for the underpinning mathematical machinery
of this work. The optimization problem was posed in [2] as
follows:

max
W1 ∈ Ξ(w1,w1,k1)
W2 ∈ Ξ(w2,w2,k2)

bopt(Ps)

subject to s(ω) < σi(Ps) < s(ω) ∀i,ω, (1)

where s, s,wi,wi and ki (i = 1,2) are continuous real-valued
positive frequency functions specified by the designer; s(ω)
& s(ω) are the boundaries for an allowable loop-shape.
Using the definition of b(Ps,C∞) with some algebraic ma-
nipulations, optimization problem (1) is massaged into LMI
constraints. For brevity, we only state these LMIs when
presenting the solution algorithm.

A modification to (1) is now proposed to address the afore-
mentioned drawback by including bounds on the gradients
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of the magnitude response of the compensators as follows:
max

W1 ∈Π(w1,w1,k1,g1)
W2 ∈Π(w2,w2,k2,g2)

bopt(Ps)

subject to s(ω) < σi(Ps) < s(ω) ∀i,ω, (2)

where s, s,wi,wi,ki and gi (i = 1,2) are continuous real-valued
positive functions of the variable ω.

To formulate the smoothness constraint, we consider the
magnitude response of the weight and its gradient between
two points that are very close to each other. It is intuitive to
express this constraint on a log-log scale, i.e. 20 log10 |Wi| (i =

1,2) w.r.t. log10ω, as it is consistent with the notation used in
Bode or singular-value plots. For simplicity, denote log10ω
as νω. We derive constraint for the first diagonal element
of the weight, constraints for all diagonal elements are
thereafter combined to obtain smoothness constraint for the
diagonal MIMO weight in LMI form.

A. Smoothness constraint for W1

Using the parameterizations earlier given in Section II,
where

Λ1ω = diag


λ1ω,11
λ1ω,22
...

λ1ω,nn

 and W1( jω) = diag


w1,11( jω)
w1,22( jω)

...
w1,nn( jω)

 ,
we can write for the first diagonal element of W1, omitting
jω for concision, as follows:

λ1ω,11 = |w1,11|
−2⇔ 10log10 λ1ω,11 = −20log10 |w1,11|.

Differentiating the above w.r.t. νω, we have
d

dνω

(
20log10 |w1,11|

)
=

d
dνω

(
−10log10 λ1ω,11

)
=
−10
ln10

d
dνω

(lnλ1ω,11) =

−10λ−1
1ω,11

ln10

 dλ1ω,11

dνω
. (3)

Smoothness constraint for |w1,11| can be stated as∣∣∣∣∣ d
dνω

(
20log10 |w1,11|

)∣∣∣∣∣ < g1(ω).

Without loss of generality, we have assumed the same bound
on both positive and negative gradients in the formulation via
the imposition of the modulus sign. Using (3) on the above,
we have

⇔

∣∣∣∣∣∣∣
10λ−1

1ω,11

ln10

 dλ1ω,11

dνω

∣∣∣∣∣∣∣ < g1(ω). (4)

⇔

∣∣∣∣∣dλ1ω,11

dνω

∣∣∣∣∣ < ln10
10

λ1ω,11g1(ω).

Now, considering j-th and ( j − 1)-th grid-points (denoted
as ω j and ω j−1, respectively) which are very close to each
other and using differentiation from first principle, we have∣∣∣∣∣∣ lim
νω j→νω j−1

λ1ω j,11 −λ1ω j−1,11

νω j − νω j−1

∣∣∣∣∣∣ < ln10
10

λ1ω j−1,11g1(ω j).

Denoting νω j − νω j−1 by δν (assuming constant gridding)
and squaring both sides, we have(
λ1ω j,11 −λ1ω j−1,11

)2
−

(
ln10
10

λ1ω j−1,11g1(ω j) δν
)2
< 0.

⇔ 0 <
(

ln10
10

λ1ω j−1,11g1(ω j) δν
)
−

(
λ1ω j,11 −λ1ω j−1,11

)
×

×

(
ln10
10

λ1ω j−1,11g1(ω j) δν
)−1 (

λ1ω j,11 −λ1ω j−1,11
)
.

Using the above form to express smoothness constraints for
the other diagonals and combining the resulting constraints
in matrix form, we can then write the smoothness constraint
for W1 as:
0 <

(
ln10
10

Λ1ω j−1 g1(ω j) δν
)
−

(
Λ1ω j −Λ1ω j−1

)
×

×

(
ln10
10

Λ1ω j−1 g1(ω j) δν
)−1 (

Λ1ω j −Λ1ω j−1

)
, (5)

where Λ1ω j = diag


λ1ω j,11
λ1ω j,22

...
λ1ω j,nn

 . Using Schur complement

lemma [12] on (5), the smoothness constraint for W1 can
be written in LMI form as:

ln10
10

Λ1ω j−1 g1(ω j) δν
(
Λ1ω j −Λ1ω j−1

)
(
Λ1ω j −Λ1ω j−1

) ln10
10

Λ1ω j−1 g1(ω j) δν

 > 0. (6)

B. Smoothness constraint for W2

Similar to W1, we consider the first diagonal element of
W2. Based on the parameterizations earlier given, we can
write

λ2ω,11 = |w2,11|
2⇔ 10log10 λ2ω,11 = 20log10 |w2,11|

Differentiating w.r.t. νω, we have
d

dνω

(
20log10 |w2,11|

)
= 10

d
dνω

(
log10 λ2ω,11

)
=

(
10

ln10

)
d

dνω

(
lnλ2ω,11

)
=

10λ−1
2ω,11

ln10

 dλ2ω,11

dνω
. (7)

In the same manner, smoothness constraint for |w2,11| can be
written as ∣∣∣∣∣ d

dνω

(
20log10 |w2,11|

)∣∣∣∣∣ < g2(ω).

Using the expression in (7) on the above, we have

⇔

∣∣∣∣∣∣∣10λ−1
2ω,11

ln10
dλ2ω,11

dνω

∣∣∣∣∣∣∣ < g2(ω).

This constraint is in the same form as that formulated for W1
in (4). Therefore, the combined smoothness constraint for W2
can similarly be written in LMI framework as follows:

ln10
10

Λ2ω j−1 g2(ω j) δν
(
Λ2ω j −Λ2ω j−1

)
(
Λ2ω j −Λ2ω j−1

) ln10
10

Λ2ω j−1 g2(ω j) δν

 > 0. (8)

Constraints (6) and (8) ensures smoothness in the magnitude
response of the compensators point-wise in frequency by
restricting the gradient at each frequency grid-point ω j w.r.t.
ω j−1 within specified bounds g1(ω j) and g2(ω j), respectively.
Hence, these two constraints, in addition to the constraints
in [2], yield a complete weight optimization framework for
H∞ loop-shaping control.
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V. Solution algorithm

A sub-optimal algorithm based on the formulation given
in Section IV and [2] is now proposed as solution to
optimization problem (2). The inputs to the algorithm are
(i) a scaled nominal plant P ∈Rm×n, where2 m ≥ n, (ii) s(ω)
and s(ω) which are boundaries for an allowable loop-shape,
and for loop-shaping weight Wi (i = 1,2), (iii) wi(ω) & wi(ω)
that delimit the allowable region for its singular values, (iv)
ki(ω) that provides bound for its condition number and (v)
gi(ω) that delimits its gradient. Dropping the dependence
on ω j for P,C, s, s,wi,wi,ki, & gi (i = 1,2) for brevity, the
solution algorithm is presented as follows:

1) Find a controller C?
0 (to initialize the algorithm) such

that the interconnection
[
P,C?

0

]
is internally stable. Set

i = 0, where i is the iteration number, and let ε?max,0 =

−1.
2) Increment i by 1.
3) Formulate and solve the following quasiconvex op-

timization problem at each frequency grid point ω j,
where j = 1,2, . . . ,N and N is selected by the designer3:
Minimize γ2

ω j
such that

∃Λ1ω j ∈ Λn,Λ2ω j ∈ Λm satisfying

a) A∗ΛA ≤ γ2
ω j

B∗ΛB, where A =

[
0 P
0 I

]
,

Λ = diag
(

Λ2ω j

Λ1ω j

)
and B =

[
I P

C?
i−1 I

]
,

b) s2Λ1ω j < P∗Λ2ω j P < s2Λ1ω j ,
c) ∃ξ

1ω j
, ξ1ω j

: ξ
1ω j

I < Λ1ω j < ξ1ω j
I, w−2

1

< ξ
1ω j

, ξ1ω j
< w−2

1 , ξ1ω j
< k2

1ξ1ω j
,

d) ∃ξ
2ω j

, ξ2ω j
: ξ

2ω j
I < Λ2ω j < ξ2ω j

I, w2
2

< ξ
2ω j

, ξ2ω j
< w2

2, ξ2ω j
< k2

2ξ2ω j
,

e) 0 <


ln10
10

Λ1ω j−1 g1 δν
(
Λ1ω j −Λ1ω j−1

)
(
Λ1ω j −Λ1ω j−1

) ln10
10

Λ1ω j−1 g1 δν


when j > 1,

f) 0 <


ln10
10

Λ2ω j−1 g2 δν
(
Λ2ω j −Λ2ω j−1

)
(
Λ2ω j −Λ2ω j−1

) ln10
10

Λ2ω j−1 g2 δν


when j > 1.

Denote by Λ?
1ω j

and Λ?
2ω j

the values of Λ1ω j and
Λ2ω j ( j = 1,2, . . . ,N) that achieve the minimum γ2

ω j
of the optimization problem.

4) Construct diagonal transfer function matrices W?
1,i(s)

and W?
2,i(s) in GH∞ by fitting stable minimum phase

transfer functions to each magnitude function on
the main diagonal of (Λ?

1ω j
)−1/2 and (Λ?

2ω j
)1/2 ( j =

1,2, . . . ,N), respectively.

2If m < n, the dual problem, where W1 = WT
2 ,W2 = WT

1 ,P = PT and C∞ =

CT
∞, is easily considered. Hence, there is no loss of generality in imposing

this constraint.
3The number of grid-points N should be chosen such that the intrinsic

properties of the plant and the required performance objectives are ad-
equately captured, for example, if there is lightly-damped pole or zero,
then the grid must be sufficiently dense so that the lightly-damped mode is
captured.

5) Compute bopt(W?
2,iPW?

1,i) as detailed in [13] and let
this value be denoted by ε?max,i. Furthermore, synthe-
size a controller C?

∞,i that achieves a robust stability
margin b(W?

2,iPW?
1,i,C

?
∞,i) = ε?max,i usually using the

state-space formula given in [14, Theorem 6.3]. Set
C?

i = W?
1,iC

?
∞,iW

?
2,i.

6) Evaluate (ε?max,i−ε
?
max,i−1). If this difference (which is

always positive) is very small, for instance 0.01, and
has remained this small for the last few iterations, then
EXIT; otherwise return to Step 2.

The outputs from the algorithm are (i) maximized value of
bopt(Ps) obtained in the variable ε?max,i, (ii) smooth diago-
nal loop-shaping weights W?

1,i and W?
2,i that achieve ε?max,i

and (iii) controller C?
∞,i(s) that achieves b(W?

2,iPW?
1,i,C

?
∞,i) =

ε?max,i.
Being an ascent algorithm, the value of ε?max,i is mono-

tonically non-decreasing as i increases and at each iteration,

inf
ω j

 1
γω j

 ≥ ε?max,i−1. However, note that the above iterative

algorithm cannot guarantee convergence to the global max-
imum and only monotonicity properties can be guaranteed.
The algorithm is quite insensitive to the initial choice of
stabilizing controller C?

0 , which is most certainly due to the
fact that the algorithm has enough freedom to rectify a poor
choice of initial stabilizing controller at both optimization
stages 3 and 5 of each iteration.

The quasiconvex problem of Step 3 of the algorithm can
be solved using LMI routines. If the robust stability margin
is maximized by solving the optimization problem at each
frequency ω j, the initial choice of Λ1ω j and Λ2ω j at ω j =ω1
restricts the solution within a cone and can possibly result
in unnecessary infeasibility at frequencies corresponding
to lightly damped poles/zeros of the plant. However, the
LMIs at each frequency ω j can all be packed together
into a single LMI constraint and the optimization problem
solved over all frequency grid points in one go to avoid the
above difficulty. Circumventing this restriction in this manner
inevitably introduces a tradeoff with the available memory
and CPU time used to solve the optimization problem.

Remark 1: For optimization over loop-shaping weight Wi
(i = 1,2), there are (m + n + 2i) decision variables at each
grid-point, i.e. N(m + n + 2i) decision variables ∀ω j. Hence,
the number of decision variables increases as the dimension
of the nominal plant increases. Note that the order of the
plant does not increase the complexity of the optimization
problem since the magnitude value of the plant at each ω j
is used.

VI. Numerical example

We now consider a scaled single-input single-output plant4

P with lightly damped poles and zeros at s = −0.0283 ±
j1.4139 and s = −0.4± j19.996, respectively. The transfer
function of the scaled nominal plant is

4For simplicity of illustration, a SISO plant is considered and this
algorithm can be applied to any MIMO plant without loss of generality
as it works efficiently for any P ∈Rm×n.
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Fig. 3: Singular values of nominal plant

P =
10

(
s2 + 0.8s + 400

)
s2 (

s2 + 0.0566s + 2
) (ζ = 0.02)

and its magnitude plot is shown in Figure 3.
For this plant, loop-shaping weights and H∞ loop-shaping

controller are to be synthesized such that the desired closed-
loop specifications are met via a requirement that the shaped
plant lies within the loop-shape boundaries s(ω) and s(ω)
given as

s(ω) =

∣∣∣∣∣ jω
4

+ 1
∣∣∣∣∣

| jω|2
∣∣∣∣∣ jω
10

+ 1
∣∣∣∣∣4 and s(ω) =

80
∣∣∣∣∣ jω

2
+ 1

∣∣∣∣∣3
| jω|4

∣∣∣∣∣ jω
50

+ 1
∣∣∣∣∣ ,

selected based on time-domain specifications. W2 is fixed at
W2 = 1 for simplicity and the solution algorithm formulated
in the previous section is then used to simultaneously syn-
thesize W1 and C∞. The frequency functions w1,w1,k1 and
g1 that confine the singular values, condition number and
the gradient of W1 are chosen as 10−5,105,5 and 80dB/dec,
respectively. Note that a different problem specification
might require designers selecting more complicated, perhaps
frequency dependent bounds.

Two hundred equally spaced frequency grid points be-
tween ω = 10−1 and 102rad/s on a logarithmic scale are
used to formulate the quasiconvex optimization problem in
Step 3 and the resulting LMIs are packed into a single
optimization problem. Five iterations are required for the
practical convergence of the solution algorithm. The singular
values of the synthesized W1, the correspondingly achieved
Ps and the simultaneously synthesized C∞ are shown in
Figure 4.

It can be easily seen that the lightly damped poles and
zeros of the nominal plant are retained in the shaped plant
Ps = W2PW1 because the weights are smooth. The shaped
plant lies within the specified region denoted by dashed lines
and the roll-off rate around cross-over frequency is small
as shown in the third figure of Figure 4. Also, W1 has 8
states with condition number less than 5 at all frequencies,
which is typically considered good. As desired, the robust
stability margin of 0.5907 is achieved and this indicates a
decent design. Also, and more importantly, notice that the
gradient of the log-magnitude plot of W1 with respect to log-
frequency is small at every frequency as seen in the second

Fig. 4: H∞ LSDP with smoothness constraint.

figure of Figure 4. In fact, there is no lightly damped peak
in W1.

VII. Conclusion

We have formulated smoothness constraints in order to
ensure smooth variations in the magnitude response of loop-
shaping weights. The constraints are formulated in LMI form
and incorporated into a weight optimization framework for
H∞ loop-shaping control. Smooth weights and a stabilizing
controller are consequently synthesized from the resulting
solution algorithm. The smoothness constraints limit the
gradient of the magnitude response of weights on a log-
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log scale thereby preventing pole-zero cancelations of the
modes of the nominal plant when the shaped plant is formed.
This work therefore extends the applicability of the weight
optimization framework to a larger class of LTI systems.
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