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Abstract—This paper presents a novel distributed finite-time
control scheme for heterogeneous battery energy storage systems
(BESSs) in droop-controlled microgrids. In contrast to the
existing centralized methods, the proposed control strategy is
fully distributed so that each BESS only requires its own infor-
mation and the information from its neighbors through a sparse
communication network. Our novel consensus-based method is
implemented to achieve energy level balancing, active/reactive
power sharing, and voltage/frequency synchronization of energy
storage devices by using inter-BESS communications, where
both the heterogeneous nature of batteries and the hierarchical
control structure are taken into consideration. Furthermore,
the proposed design is shown to improve the synchronization
performance and exhibit more accurate robustness against time-
varying communication topologies and load changes. Simulation
results on a modified IEEE 57-bus power system are provided
to verify the effectiveness of the proposed consensus strategy.

Index Terms—Battery energy storage systems, distributed
cooperative control, finite-time consensus, microgrid, multi-agent
systems

I. INTRODUCTION

M ICROGRIDS are small-scale power systems that fa-
cilitate the effective integration of distributed gen-

erators, and consist of generation sources, energy storage
systems and loads [1]. Since they can be coordinated to
achieve autonomous operation, microgrids can be controlled
as dispatchable sources to operate in both grid-connected and
islanded operating modes [2]. In recent years, battery energy
storage systems (BESSs) have been commonly implemented
in microgrids in order to increase power quality and network
reliability [3]–[5]. Besides this, they can also work as energy
buffers to balance renewable supply due to the uncertain
behavior of renewable energy sources (i.e. Photovolatic and
wind farms).

Conventional control methods for energy storage devices in-
clude a centralized control structure which requires a complex,
bidirectional, and fully connected communication network [6].
This central controller may suffer from a single point-of-
failure and adversely affect the reliability, scalability, and
flexibility of the whole microgrid system [7], [8]. Alternatively,
a distributed cooperative control structure enables each BESS
to communicate only with its neighbors through a sparse
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communication topology, thus providing a robust secondary
control framework that appropriately operates in the presence
of time-varying and unreliable communication networks [9]–
[11]. In practice, advanced metering infrastructure (AMI) can
be implemented in the microgrids to provide reliable two-
way communications between energy storage devices, which
lays the foundation of applying distributed cooperative control
methods in real applications [12].

Recently, consensus control methods of energy storage
systems in microgrids have been investigated in [13]–[16].
For example, an optimal distributed consensus controller for
BESSs is proposed in [13]. However, it is necessary to calcu-
late the minimum positive eigenvalue of the communication
graph when designing the controller, which means the control
strategy is not fully distributed. A distributed cooperative
control strategy for state-of-charge (SoC) balancing between
the battery modules of a reconfiguration BESS is analyzed in
[14], which synchronizes the SoC levels of all battery storage
systems in a microgrid using its neighbors’ information.

All the mentioned references only consider energy storage
systems as homogeneous units and ignore the effect of the
heterogeneous nature of batteries. Cooperative control of het-
erogeneous storage devices in a DC microgrid is proposed
in [17], where hybrid energy storage systems consisting of
batteries and ultracapacitors are coordinated to achieve SoC
balancing and voltage synchronization. However, the effects of
droop-based active/reactive power and the frequency of energy
storage systems are not considered in the controller design.
A multi-agent consensus design for heterogeneous energy
storage devices that consider hierarchical control structure
is developed in [18], but the proposed asymptotic controller
can only guarantee global asymptotic stability of the energy
storage devices, meaning that consensus can only be reached
over an infinite settling period.

Motivated by the challenges stated above, a distributed
finite-time control design for heterogeneous BESSs in micro-
grids that considers hierarchical control structure with droop
characteristics is proposed. The microgrid is viewed as a
multi-agent system in which BESSs serve as agents and each
BESS communicates with the others through a sparse com-
munication network. Without requiring a central controller,
the proposed distributed finite-time controller in this paper is
applied to BESSs in order to achieve energy level balancing,
active/reactive power sharing, and voltage/frequency restora-
tion within a finite time. Therefore, the contributions in the
study can be summarized as follows:
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1) A distributed finite-time control protocol for heterogeneous
BESSs that achieves energy level balancing, active/reactive
power sharing, and voltage/frequency restoration simul-
taneously is proposed based on a hierarchical control
structure, which could not be achieved in the previous
research.

2) The proposed distributed cooperative control method is
implemented to provide a reliable hierarchical control
structure, where each BESS only uses local information
and information from neighboring BESSs through a sparse
communication network. Thus, the controller is fully dis-
tributed regardless of global information of communication
graphs, which largely reduces computational and commu-
nication burdens comparing with centralized methods.

3) In comparison with conventional distributed controllers,
the proposed method shows more robustness against load
changes and time-varying communication topologies. Be-
sides, it yields better disturbance rejection properties and
a faster convergence speed when compared with other
existing distributed methods.

The paper is organized as follows. Preliminaries on graph
theory and the cooperative control problem of BESSs are
formulated in Section II. Distributed finite-time controller
design for BESSs is presented in Section III. The proposed
control protocols are validated by simulation case studies in
Section IV. Conclusions are given in Section V.

Throughput this paper, let In ∈ Rn×n denote the identity
matrix of dimension n and 1n ∈ Rn be the vector with all
entries equal to one. diag{ai} represents a diagonal matrix
with diagonal entries ai. sgn(.) is the signum function.

II. PROBLEM FORMULATION

A. Preliminaries on Graph Theory

The microgrid is usually recognized as a multi-agent co-
operative system, in which BESSs and communication lines
play the roles of agents and edges. Each BESS can communi-
cate with other BESSs through an undirected communication
network. Consider a weighted and undirected graph G =
(V, E ,A) with a nonempty set of N nodes V ∈ {1, 2, . . . , N},
a set of edges E ⊂ V × V , and associated adjacency matrix
A = [aij ]N×N . An edge rooted at node i and ended at
node j is denoted by (i, j), which means information can
flow from node i to node j. aij is the weight of edge (i, j)
and aij = aji > 0 if (i, j) ∈ E . Assume that there are
no repeated edges and no self loops. Node j is called a
neighbour of node i if (i, j) ∈ E . Define the in-degree matrix
as D = diag{di} ∈ RN×N with di =

∑N
j=1 aij . The

Laplacian matrix L ∈ RN×N of G is defined as L = D −A.
If node i observes the leader, an edge (0, i) is said to exist
with weighting gain gi > 0 as a pinned node. We denote the
pinning matrix as G = diag {gi} ∈ RN×N .

B. Battery Energy Storage System

Assume there are N BESSs connected by a sparse undi-
rected communication graph in an autonomous microgrid. The
structure of a Li-ion BESS in the microgrid is depicted in
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Fig. 1. Block diagram of battery energy storage systems

Fig. 1, where each energy storage system contains a battery
energy source, a DC/AC inverter bridge, a grid filter, and
hierarchical control loops. Vector control is implemented in
order to convert the rotating abc frame to the dq frame.
As illustrated in Fig. 1, the hierarchical control of energy
storage devices has three main control loops, namely, fast inner
voltage and current controller, droop controller, and distributed
controller. Because of the use of droop techniques in primary
control, the distributed controller will synchronize energy
levels, active/reactive power sharing, voltage magnitude, and
frequency by providing the nominal voltage and frequency
references to the droop controller.

In the power calculation block, the measured active and
reactive powers can be derived as

Ṗi = −ωciPi +
3

2
ωci(vodiiodi + voqiioqi), (1a)

Q̇i = −ωciQi +
3

2
ωci(vodiioqi − voqiiodi), (1b)

where vodi, voqi, iodi, and ioqi are the direct and quadrature
components of voi and ioi in Fig. 1, ωci is the cutoff frequency
of the low-pass filters used in measuring power, and Pi and
Qi are measured active and reactive powers at terminals of
the ith BESS inverter, respectively.

When BESSs are connected in parallel, the droop controller
is in charge of controlling the voltage magnitude and the
frequency using locally measured active and reactive powers.
The voltage and frequency droop characteristics of the ith
battery are presented by the following equations:

ωi = ωnomi −KP
i Pi, (2a)

v∗odi = V nomi −KQ
i Qi, (2b)

v∗oqi = 0, (2c)

where KP
i and KQ

i are droop coefficients selected based on
the inverter’s active and reactive power ratings, v∗odi and v∗oqi
are the reference voltage signals of the ith energy storage, and
V nomi and ωnomi are the set points of the primary control [7].

Since the dynamics of the voltage and current control loops
are much faster than the dynamics of droop control loop [2],
they are neglected in the modeling for brevity. According to
d−q transmission, the output voltage magnitude of BESS unit
is given by

Vi =
√
v2odi + v2oqi, (3)
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thus we can replace v∗odi with Vi in (2b) to represent the
dynamics of voltage magnitude in the ith BESS.

Based on the soc-based battery model developed in [19],
the simplified battery dynamics shown in [20] are selected
for large-scale power systems with multiple energy storage
devices. A similar model is also employed in [21], [22].
However, the battery model in [20]–[22] ignores the effect of
droop control and assumes that all batteries are homogeneous.
In this paper, the design method takes the dynamics of droop
controllers and the heterogeneous nature of each battery into
consideration so that the BESS model can be formulated as
follows:

Ėi =
−KE

i

3600
Pi + uEi , (4a)

Ṗi = uPi , (4b)

Vi = V nomi −KQ
i Qi, (4c)

ωi = ωnomi −KP
i Pi, (4d)

where coefficient KE
i represents the heterogeneous nature of

each battery in the droop-controlled microgrid, and uEi and uPi
are control inputs of energy level and active power of the ith

BESS, respectively. It is shown that the energy level and power
of each BESS are controlled independently in our paper in
order to lead a fast consensus, whereas other existing research
[14], [20] show only one control input uPi for controlling both
energy levels and the active powers.

Consider that the voltage magnitude and frequency are
controlled by regulating nominal reference points V nomi and
ωnomi respectively, new control inputs can be designed to
synchronize voltage magnitude and frequency of BESSs by
regulating V nomi and ωnomi . Both local and neighbors’ infor-
mation of active and reactive power will be fed into the integral
control installed at each battery converter. Finally, considering
the hierarchical control, the dynamic model of the ith BESS
can be given by

Ėi =
−KE

i

3600
Pi + uEi , (5a)

Ṗi = uPi , (5b)

Q̇i = uQi , (5c)

Vi = V nomi −KQ
i Qi, (5d)

V̇ nomi = uVi +KQ
i u

Q
i , (5e)

ωi = ωnomi −KP
i Pi, (5f)

ω̇nomi = uωi +KP
i u

P
i , (5g)

where uQi , uVi , and uωi are the control inputs of reactive
power, voltage magnitude, and frequency of the ith BESS,
respectively.

The control objective is to design suitable distributed co-
operative controllers such that the voltage magnitudes and
frequencies of networked BESSs are restored to the desired
nominal values within a finite time period. Furthermore, the
synchronizations of energy levels and active/reactive power
sharing among storage devices also need to be guaranteed.

III. DISTRIBUTED FINITE-TIME CONSENSUS CONTROL
DESIGN FOR BESSS

In this section, we will design a distributed finite-time
consensus control scheme to synchronize battery energy levels
and active/reactive power sharing while voltage magnitudes
and frequencies of each BESS track their reference values.

A. Distributed Finite-Time Control for Battery Energy and
Active/Reactive Powers

In the droop-controlled microgrids, it is expected that energy
storage devices with low initial energy levels will run out of
energy first in the discharging mode while those with high
initial energy levels may be overloaded in the charging mode
and thus waste the generation potential of renewable energy
sources. Therefore, BESSs can only contribute their full power
capacity to deal with generation and demand fluctuations when
all the energy devices approach a common energy level [13]. In
the heterogeneous BESSs, the different efficiency and different
cost of use can be normalized to a common scale such that it
is still practical to maintain an equal level for all the BESSs
in the microgrid. Toward this end, a distributed finite-time
control structure utilizing neighbor to neighbor communication
is developed to achieve a balanced energy level among the
energy storage devices while allowing the BESSs to make full
use of their power capacities.

Note that the active/reactive power sharing among each
BESS is provided by primary control according to

Pj
Pi

=
KP
i

KP
j

, ∀i, j ∈ {1, . . . , N}, (6)

Qj
Qi

=
KQ
i

KQ
j

, ∀i, j ∈ {1, . . . , N}. (7)

Denote P̃i = KP
i Pi and Q̃i = KQ

i Qi, ∀ i ∈ {1, . . . , N}.
The active/reactive sharing accuracy of BESSs can be guaran-
teed by the consensus of P̃i and Q̃i. Motivated by [23], we
propose the following distributed finite-time protocols

uEi = cE

N∑
j=1

aijsgn(Ej − Ei)|Ej − Ei|α, (8)

uPi =
cP
KP
i

N∑
j=1

aijsgn(P̃j − P̃i)
∣∣∣P̃j − P̃i∣∣∣α, (9)

uQi =
cQ

KQ
i

N∑
j=1

aijsgn(Q̃j − Q̃i)
∣∣∣Q̃j − Q̃i∣∣∣α, (10)

where cE , cP , and cQ are positive control gains, and 0 < α <
1.

Define the consensus error of the active and reactive powers
as

ξPi(t) = P̃i(t)−
1

N

N∑
i=1

P̃i(t), (11)

ξQi(t) = Q̃i(t)−
1

N

N∑
i=1

Q̃i(t). (12)
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For an undirected and connected communication graph G,
we have 1

N

∑N
i=1

˙̃P i(t) =
1
N

∑N
i=1

˙̃Qi(t) = 0, which means
1
N

∑N
i=1 P̃i(t) and 1

N

∑N
i=1 Q̃i(t) are time invariant.

Then we have the differential of error systems as follows

ξ̇Pi(t) =
˙̃Pi(t)−

1

N

N∑
i=1

˙̃P i(t) = KP
i u

P
i

= cP

N∑
j=1

aijsgn(P̃j − P̃i)
∣∣∣P̃j − P̃i∣∣∣α

= cP

N∑
j=1

aijsgn(ξPj − ξPi)|ξPj − ξPi|α

(13)

ξ̇Qi(t) =
˙̃Qi(t)−

1

N

N∑
i=1

˙̃Qi(t) = KQ
i u

Q
i

= cQ

N∑
j=1

aijsgn(Q̃j − Q̃i)
∣∣∣Q̃j − Q̃i∣∣∣α

= cQ

N∑
j=1

aijsgn(ξQj − ξQi)|ξQj − ξQi|α

(14)

Lemma 1 ( [24]): If a1, a2, . . . , an ≥ 0, then for 0 < r < p(
n∑
i=1

api

)1/p

≤

(
n∑
i=1

ari

)1/r

.

Lemma 2 ( [25]): For an undirected graph G, the Laplacian
matrix L has the following properties.
1) xTLx = 1

2

∑N
i,j=1 aij(xj − xi)

2, and L is positive semi-
definite.

2) Let λ2(L) be the second smallest eigenvalue of L. If 1Tx =
0, one has xTLx ≥ λ2(L)xTx .

Lemma 3 ( [26]): Suppose that function V (x) : Rn → R
is C-regular, and that x(t) : [0,+∞) → Rn is absolutely
continuous on any compact interval of [0,+∞). If there exists
K > 0 and 0 < α < 1, such that

dV (t)

dt
≤ −KV α(t),

then V (t) = 0 for all t ≥ t∗, and the settling time t∗ can be
estimated by

t∗ =
V 1−α(0)

K(1− α)
.

Theorem 1: Let the undirected communication graph G be
connected, by using the distributed finite-time control proto-
cols (8)-(10), the consensus of energy levels and active/reactive
power sharing accuracy of all BESSs are guaranteed.

Proof: It can be seen that (13) and (14) have the same
form, so only the consensus proof for active power is consid-
ered here and the consensus proof for reactive power can be
derived similarly.

Define an undirected graph GP with adjacency matrix AP =
[aPij ]N×N = [(cPaij)

2
1+α ]N×N and Laplacian matrix LP .

Denote λ2 the smallest positive eigenvalue of LP .

Consider the following Lyapunov function candidate

V1 = 2λ2ξ
T (t)ξ(t) = 2λ2

N∑
i=1

ξ2Pi(t) (15)

where ξ(t) = [ξP1(t), ξP2(t), . . . , ξPN (t)]T is the disagree-
ment vector.

Thus, the time derivative of V1 is obtained as

V̇1 =4λ2

N∑
i=1

ξPi(t)ξ̇Pi(t)

=4λ2

N∑
i=1

ξPi(t)

N∑
j=1

a
1+α
2

Pij sgn(ξPj − ξPi)|ξPj − ξPi|
α

=2λ2

N∑
i,j=1

a
1+α
2

Pij ξPisgn(ξPj − ξPi)|ξPj − ξPi|
α

+ 2λ2

N∑
i,j=1

a
1+α
2

Pji ξPjsgn(ξPi − ξPj)|ξPi − ξPj |
α

=2λ2

N∑
i,j=1

a
1+α
2

Pij (ξPi − ξPj)sgn(ξPj − ξPi)|ξPj − ξPi|
α

=− 2λ2

N∑
i,j=1

a
1+α
2

Pij |ξPj − ξPi|
1+α

(16)
By using Lemma 1, for 0 < α < 1, we can obtain N∑

i,j=1

a
1+α
2

Pij |ξPj − ξPi|
1+α

 1
1+α

≤

 N∑
i,j=1

aPij |ξPj − ξPi|2
 1

2

(17)

Then it follows from Lemma 2 that

V̇1 ≤− 2λ2

 N∑
i,j=1

aPij |ξPj − ξPi|2


1+α
2

=− 2λ2[2ξ
T (t)LP ξ(t)]

1+α
2

≤− 2λ2[2λ2ξ
T (t)ξ(t)]

1+α
2

=− 2λ2[V1(t)]
1+α
2

(18)

According to Lemma 3, the finite-time average-consensus
active power sharing problem is solved by control protocol (9)
with 0 < α < 1. The convergence time can be upper bounded
in terms of the initial errors as

Tσ(α) =
V

1−α
2

1 (0)

2λ2
1−α
2

=
[2λ2 ‖ξ(0)‖2]

1−α
2

(1− α)λ2
. (19)

As a result, the finite-time average consensus of active
power sharing in energy storage devices is achieved, such that lim

t→Tσ
P̃i(t) = P̃j(t)

P̃i(t) = P̃j(t), ∀t ≥ Tσ
(20)
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for all i, j ∈ {1, . . . , N}. Same analysis holds for the finite-
time consensus of ractive power sharing of energy storage
systems.

Next, we will show that BESS’s energy levels reach con-
sensus within finite-time under protocol (8).

Let KP
i = KE

i > 0, the transients of energy levels can be
expressed by

Ei(t) = Êi(t)−
1

3600

∫ t

0

P̃i(τ)dτ (21)

where Êi(t) is the solution of the equation Ėi(t) = uEi . It can
be seen that the dynamics of Êi is also in form of a consensus
controller for single integrator agents, by using a similar proof
as above, we can prove that Êi(t) consensus to 1

N

∑N
i=1Ei(t)

in finite time TE(α). Consider that the active power achieves
average-consensus within finite time Tσ(α), the energy levels
of all BESSs satisfy

lim
t→TE

Ei(t) =
1

N

N∑
i=1

Ei(t)−
1

3600N

N∑
i=1

P̃i(t)t

Ei(t) =
1

N

N∑
i=1

Ei(t)−
1

3600N

N∑
i=1

P̃i(t)t, ∀t ≥ TE ,

(22)
which indicates that all energy levels reaches consensus within
finite time. This completes the proof.

Remark 1: It is worth mentioning that 1/KP
i is the active

power ratio of the ith BESS, which also reflects the het-
erogeneous nature of the batteries, such that the selection of
KP
i = KE

i ∀i ∈ {1, . . . , N} is reasonable.
Remark 2: The proposed distributed cooperative control

in this paper is different from that in [13], where it is
necessary to calculate the minimum nonzero eigenvalue of the
global communication topology when designing the controller.
Our distributed finite-time controller allows each BESS only
to access the information from its neighbors such that the
communication costs are greatly reduced and the proposed
method is fully distributed. Besides this, the control design in
[18] is a asymptotic controller which can only guarantee global
asymptotic stability of the energy storage system, whereas with
our proposed method, the synchronization of energy levels and
active/reactive powers is achieved within a finite time period.

Remark 3: Due to the intermittency of renewable generation
such as photovoltaic and wind power, BESSs may be installed
in a hybrid microgrid to provide a faster response to absorb
excessive power and compensate the insufficient power during
peak generation and load periods. Since the proposed BESS
model is developed based on the relationship between mea-
sured energy level and power, the impact of other distributed
energy resources can be viewed as model uncertainties and
the performance of the BESSs can be guaranteed by the
robustness of the designed controller [27], [28]. Furthermore,
the proposed control architecture can also be slightly modi-
fied to achieve better performance in a hybrid microgrid by
taking accurate energy resource models into consideration as
analyzed in [17], [29]–[31].

B. Distributed Finite-Time Control for Voltage Magnitude and
Frequency

In this section, a novel distributed finite-time cooperative
tracking strategy is proposed to synchronize the BESS voltage
magnitude Vi and frequecy ωi to the nominal voltage reference
Vref and frequency reference ωref , respectively.

Assume that each BESS only requires its own information
and the information from its neighboring BESSs over an
undirected communication network, and at least one BESS
can observe the reference. Similar to the previous section,
the distributed finite-time voltage and frequency protocols are
designed as follows

uVi =cV
[ N∑
j=1

aijsgn(Vj − Vi)|Vj − Vi|α

+ gisgn(Vref − Vi)|Vref − Vi|α
]
,

(23)

uωi =cω
[ N∑
j=1

aijsgn(ωj − ωi)|ωj − ωi|α

+ gisgn(ωref − ωi)|ωref − ωi|α
]
.

(24)

where cV and cω are positive constant gains.
Next, we define the consensus tracking error of voltage

magnitude and frequency as

ξV i(t) = Vi(t)− Vref (25)

and
ξωi(t) = ωi(t)− ωref . (26)

Differentiating the error terms yields

ξ̇V i =V̇i − V̇ref = uVi

=cV
[ N∑
j=1

aijsgn(Vj − Vi)|Vj − Vi|α

+ gisgn(Vref − Vi)|Vref − Vi|α
]

=cV
[ N∑
j=1

aijsgn(ξV j − ξV i)|ξV j − ξV i|α

− gisgn(ξV i)|ξV i|α
]

(27)

and
ξ̇ωi =ω̇i − ω̇ref = uωi

=cω
[ N∑
j=1

aijsgn(ωj − ωi)|ωj − ωi|α

+ gisgn(ωref − ωi)|ωref − ωi|α
]

=cω
[ N∑
j=1

aijsgn(ξωj − ξωi)|ξωj − ξωi|α

− gisgn(ξωi)|ξωi|α
]
.

(28)

Lemma 4 ( [6]): For an undirected graph G, the Laplacian
matrix (L+G) has the following properties.
1) xT (L+G)x = 1

2

∑N
i,j=1 aij(xj − xi)

2
+
∑N
i=1 gix

2
i , and

(L+G) is positive definite.
2) Let λ1(L+G) be the smallest eigenvalue of (L+G), then

one has xT (L+G)x ≥ λ1(L+G)xTx .
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Theorem 2: Let the undirected communication graph G
be connected, by using the distributed finite-time control
protocols (23) and (24), the voltage magnitude and frequency
of all storage devices converge to their reference values within
finite time.

Proof: It is observed that the dynamics of voltage mag-
nitude and frequency have the same form, only consensus
tracking of voltage magnitude are provided here for brevity.

Define an undirected graph GV with aV ij = (cV aij)
2

1+α

and gV i = (cV gi)
2

1+α . LV is the Laplacian matrix of the
graph GV and GV = diag(gV i) ∈ RN×N is diagonal matrix
of its pinning gains. Denote λ1 the smallest eigenvalue of
(LV +GV ).

Consider the following Lyapunov function candidate

V2 = 2λ1ζ
T (t)ζ(t) = 2λ1

N∑
i=1

ξ2V i(t) (29)

where ζ(t) = [ξV 1(t), ξV 2(t), . . . , ξV N (t)]T is the disagree-
ment vector.

Similar to the proof of Theorem 1, the time derivative of
V2 is obtained as

V̇2 =4λ1

N∑
i=1

ξV i(t)ξ̇V i(t)

=− 2λ1

N∑
i,j=1

a
1+α
2

V ij |ξV j − ξV i|
1+α

− 4λ1

N∑
i=1

g
1+α
2

V i |ξV i|
1+α

.

(30)

Based on Lemma 1 and Lemma 4, one has

V̇2 ≤− 2λ1

 N∑
i,j=1

aV ij |ξV j − ξV i|2 + 2

N∑
i=1

gV i |ξV i|2


1+α
2

=− 2λ1[2ζ
T (t)(LV +GV )ζ(t)]

1+α
2

≤− 2λ1[2λ1ζ
T (t)ζ(t)]

1+α
2

=− 2λ1[V2(t)]
1+α
2

(31)
According to Lemma 3, the consensus tracking error reaches

0 at finite time

Tη(α) =
V

1−α
2

2 (0)

2λ1
1−α
2

=
[2λ1 ‖ζ(0)‖2]

1−α
2

(1− α)λ1
. (32)

Therefore, the distributed finite-time tracking of voltage
magnitude in BESSs is achieved, such that all N BESSs satisfy{

lim
t→Tη

Vi(t) = Vref

Vi(t) = Vref , ∀t ≥ Tη
(33)

for all i ∈ {1, . . . , N}. Same analysis holds for the finite-
time tracking of frequencies of energy storage systems. This
completes the proof.

Remark 4: It should be noted that when α = 0 the finite-
time protocol can still guarantee the consensus of voltage and
frequency in a microgrid as shown in [32], but the error system
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Fig. 2. The diagram of distributed finite-time control scheme of BESSs

becomes discontinuous. Thus, the finite-time method in [32]
can be viewed as a special case of the result in the current
paper.

Remark 5: One of the conditions for the proposed finite-time
consensus control strategy is the connectivity of the commu-
nication network. Therefore, when the unexpected faults of
BESSs occurred, the performance of the proposed cooperative
control algorithm can be guaranteed if the rest of BESSs still
remain connected by the communication network. Since the
distributed information is used in our controller design instead
of global information, the microgrid is also robust to link
failures if the sparse communication topology is switched to
an appropriate structure in time such that all the BESSs in the
microgrid are still connected.

The block diagram of distributed finite-time control scheme
for BESSs is shown in Fig. 2, where the consensus of energy
storage systems will be achieved autonomously via such a dis-
tribution communication manner without global information.

IV. SIMULATION RESULTS

In this paper, we have designed a distributed cooperative
controller that only exploits local information in a distributed
manner such that the battery energy levels are maintained
at an equal level for multiple heterogeneous BESSs. As an
microgrid may also contain renewable energy sources and
various loads, by balancing the energy levels of multiple
BESSs at a consensus, it is guaranteed that no battery in the
microgird is completely depleted or charged when there exists
available energy or free capacity in other BESSs.

To verify the effectiveness of the proposed distributed finite-
time control algorithm, a modified IEEE 57-bus system is
tested in Matlab/Simulink. The original IEEE 57-bus system
has 7 generators, which are now replaced with BESSs as
shown in Fig. 3. All the data for the IEEE 57-bus system
used in the simulation is represented in [33].

The configuration of the BESS is presented in Fig. 1, where
the battery dynamics in [34] is adopted in the energy storage
model. The full capacity of the battery Cc is given by

Cc = 3600Cnf1f2,
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TABLE I
PARAMETERS OF THE BATTERY

Symbol Value Description

Cc 39e5 F The battery’s capacity
RSD 7.4e−3 Ω The series resistor
RTS 4.6e−3 Ω The short transient resistor
CTS 7.036e4 F The short transient capacitor
RTL 4.98e−2 Ω The long transient resistor
CTL 4.47e5 F The long transient capacitor

where Cn is the nominal capacity, and f1 and f2 are cycle
number and temperature-dependent correction factors respec-
tively. Parameters of the battery are functions of state of charge
(SoC), which can be expressed by

Vsoc =− 1.031e−35SoC + 3.685 + 0.2156SoC

− 0.1178SoC2 + 0.3201SoC3

RSD =0.1562e−24.37SoC + 0.07446

RTS =0.3208e−29.14SoC + 0.04669

CTS =− 752.9e−13.51SoC + 703.6

RTL =6.603e−155.2SoC + 0.04984

CTL =− 6065e−27.12SoC + 4475

where the definitions and values of these parameters are
illustrated in Table I. The BESSs are connected to the main
grid through the Point of Common Coupling (PCC), which
is used to measure the power delivered/withdrawn and decide
the operation mode of the microgrid [35].

The distributed finite-time consensus protocols are applied
to each BESS over undirected communication networks as
shown in Fig. 4.

Based on the heterogeneous BESS models developed in
Section II, the control parameters of the distributed finite-
time protocols are selected as follows: cE = 0.7, cP = 0.5,
cQ = 0.45, cV = 0.8, cω = 0.7, KP

1 = KE
1 = 1.1,

KP
2 = KE

2 = 1.3, KP
3 = KE

3 = 1.05, KP
4 = KE

4 = 0.95,
KP

5 = KE
5 = 1.2, KP

6 = KE
6 = 0.9, KP

7 = KE
7 = 1.25,

KQ
1 = 1.1, KQ

2 = 1.05, KQ
3 = 1.4, KQ

4 = 1.35, KQ
5 = 0.95,

KQ
6 = 1.23, KQ

7 = 1.08, α = 0.5.

A. Case 1: Controller Performance

In this case, the performance of the proposed cooperative
controller is tested in an islanded microgrid where all the bat-
teries are working in discharging mode to satisfy the demands
of loads. The communication network between each BESS is
presented in Fig. 4(a). The system reaches a steady state from
the beginning due to the operation of primary droop control,
and the proposed finite-time consensus control is activated at
t = 30 s. In order to verify the robust performance of the
proposed controller, a 0.5+0.5j p.u load is removed at t = 80
s, and an additional 1 + 1j p.u load is attached to the system
at t = 120 s. The simulation results are shown in Fig. 5.

As can be seen both voltage amplitude and frequency of
each BESS deviate from their reference values due to the
droop characteristic of the primary control in the first 30
seconds. When our distributed finite-time control is activated at
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Fig. 3. Test system based on the IEEE 57-bus system
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Fig. 4. Communication networks of the BESSs

t = 30 s, the derivations of voltage and frequency are quickly
eliminated. Meanwhile, energy levels and battery powers of
BESSs rapidly achieve consensus following the application
of the proposed controller, where the energy levels reflect
the remaining energy of each battery and the battery powers
represent the output active powers provided by the BESSs
to satisfy the demands of loads in the microgrid. It should
be noted that the energy levels of BESSs are regulated by
the injected control inputs through the battery converters such
that energy level balancing and active power sharing can be
achieved independently. In the following, the performance
of the islanded microgrid with respect to additional load is
investigated. It can be seen that the steady state of both voltage
and frequency remain at their reference values regardless of
load changes in the system. The synchronization of energy
level and active/reactive power sharing can also be guaranteed.
Obviously, the proposed finite-time controller shows good
tracking and robust performance during this stage.

B. Case 2: Grid-Connected Mode with Time-Varying Commu-
nication Topologies

In this case study, the performance of the proposed method
is validated in a different operating mode and time-varying
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Fig. 5. Simulation results of modified IEEE 57-bus system in Case 1.

communication topologies. All the BESSs are operating in
charging mode (grid-connected mode). When the proposed
distributed finite-time control is activated after 30 s, the com-
munication topologies in Fig. 4 are switched every 10 seconds
according to the sequence: (a) → (b) → (c) → (d) → (a).
A load increase to the amount of 0.5 + 0.5j p.u occurs after
75 s.

Simulation results and control inputs of the energy levels
and battery powers are illustrated in Fig. 6 and Fig. 7 respec-
tively. It is seen that the proposed design is able to operate
in both grid-connected and islanded modes, and is robust to
switching topologies. Note that when some energy storage de-
vices suffer from communication failure, the remaining BESSs
in the communication networks can still achieve consensus if
they are connected to the communication network by choosing
an appropriate communication topology, which guarantees the
reliability and stability of the whole microgrid.

C. Case 3: Effect of Consensus Parameters

The parameters of the proposed controllers have a direct
impact on the dynamic response of the energy storage systems.
From Section III, the convergence time can be set by tuning
the consensus gains cE , cP , cQ, cV , and cω , while the upper
bound of finite settling time can be adjusted by selecting a
suitable α between 0 and 1. The communication graph in this
case is shown in Fig. 4(c).

First, the effect of consensus gains is investigated, where
cV and cω in voltage and frequency restoration control are
considered and a similar analysis can be applied to other three
consensus gains. With α chosen by 0.5 as in Case 1, different
cV and cω are applied to the BESSs in modified IEEE-57 bus

 

Fig. 6. Simulation results of modified IEEE 57-bus system in Case 2.

 

Fig. 7. Control inputs in Case 2.

system. It can be seen from the simulation results in Fig. 8
that the convergence speed of the system will increase by
selecting a higher consensus gain. However, these consensus
gains can not be arbitrarily large when considering the physical
limitations of the control inputs to BESSs.

Next, the system performances of battery power and reactive
power in BESSs with different α are analyzed. Consensus
gains cP and cQ are chosen by 0.45 and 0.5, respectively. As
shown in Fig. 9, with a smaller α, the responses of the BESSs
reach consensus in a shorter time. Meanwhile, the performance
of the system becomes more aggressive when decreasing the
value of α. As a result, there is a trade-off between the system
performance and convergence speed when choosing a suitable
α to meet the requirement of the microgrids.

D. Case 4: Comparing the Proposed Method with the Ap-
proach in [13]

In this section, we compare our proposed distributed finite-
time controller with the approach presented in [13], which
is one of the most representative distributed control methods
of energy storage systems. Note that the consensus pro-
tocol design in [13] requires global information from the
communication graph structure. Thus, when the size of the
microgrids increases or the communication graph topology
changes, degradation of controller performance will be the
result. Alternatively, the proposed method in this paper is
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Fig. 8. Simulation results for different consensus gains in Case 3.
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Fig. 9. Simulation results for different α in Case 3.

fully distributed, which is suitable for large-scale networked
microgrid systems. Furthermore, the control protocol in [13]
is an asymptotic controller which can only guarantee global
asymptotic stability of the energy storage devices, whereas our
proposed method is able to achieve consensus within a finite
time period.

A comparison with the conventional method proposed in
[13] is made by applying it to the same droop-based microgrid
as in Case 1. The control parameters are set the same in
both our proposed method and the conventional controller in
[13]. The simulation results are shown in Fig. 10, where only
responses of battery power, voltage magnitude and frequency
in BESS 1 are depicted for simplicity. It can be seen that
our proposed controller leads to a faster convergence speed
and shows more accurate robust performance for controller
activation and load changes.

V. CONCLUSION

In this paper, a fully distributed finite-time control ar-
chitecture for heterogeneous battery energy storage system
in droop-controlled microgrids is presented. The proposed
distributed method is shown to achieve energy level bal-
ancing, active/reactive power sharing, and voltage/frequency

synchronization of energy storage devices in a finite time
period. Each battery storage system only communicates with
its neighbors through a sparse communication topology, thus
providing a robust hierarchical control framework that appro-
priately operates in the presence of time-varying and unreliable
communication networks. This yields better extensibility and
flexibility when compared with centralized control approaches.
The effectiveness of the proposed strategy is validated by
simulations, where the robustness of the modified IEEE 57-bus
power system is investigated under different disturbances such
as load changes and time-varying communication topologies.
Future works will investigate optimal resource management
in a microgrid based on a multi-agent system framework, and
factors such as supply-demand balance and energy costs will
be taken into consideration in the optimization design.
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