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#### Abstract

This paper is concerned with the study of strictly negative imaginary (SNI) systems and the problem of synthesizing a controller rendering a linear fractional system SNI. First, a set of necessary and sufficient conditions are developed for an SNI lemma without imposing minimality assumptions. The proposed lemma supports both the analysis and synthesis of SNI systems. Then, a set of sufficient conditions, based on the solution of algebraic Riccati equations, is provided for the solution of the SNI synthesis problem. Finally, an illustrative example demonstrates the usefulness of the results given herein.
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## 1 Introduction

Over the past decade, negative imaginary (NI) theory has attracted increasing interest first in robust stability analysis $[10,30,21,18,9]$ and then towards control system synthesis $[23,26,20,28,14,13]$. Analysis results are now also available for discrete-time systems $[6,16,3,17]$. Motivated by the stability analysis results of NI systems and the wide range of engineering applications for which NI results are suitable (see [22] for examples), the aim when synthesizing a controller for uncertain systems is to achieve a closed-loop transfer function with an NI or a strictly NI (SNI) property when it is known that the uncertainty is SNI or NI, respectively. Such a problem is called the "NI synthesis problem" [28].

[^0]A fundamental limitation of the controller synthesis methods in $[23,26,20,28]$ is that the closed-loop transfer function is forced to be NI which is not necessarily stable as it can include poles on the $j \omega$-axis [18]. Recently, [13,14] proposed a solution for the Positive Real (PR) synthesis problem which includes both robust stability and performance. $[13,14]$ mention that simple loop transformations transform the NI synthesis problem into their PR framework. However, the transformation in [14] yields a non-proper controller (which must be low-pass filtered) and a non-proper nominal NI feedback loop which looses internal stability when the transformation is reversed from the synthesized PR feedback loop. Also, the transformation in [13] does not yield PR uncertainty for all NI uncertainty, meaning the result would only be applicable to a subclass.

Consequently, an aim of the current article is to provide a controller synthesis method to make a linear fractional closed-loop system both internally stable and SNI. Performance is not considered in this paper. There are two principal difficulties in achieving our aim. As pointed out in $[10,26]$, the first challenge is that an SNI system can only be transformed into a non-strict PR system. This has been a long-standing acute problem specific to NI systems and makes any method for strictly PR synthesis not directly applicable. The second challenge is that there are no (necessary and) sufficient conditions
in the literature based on non-necessarily minimal statespace realizations to check whether a system is SNI or not. Such a result, referred herein as an SNI lemma, is essential for controller synthesis since minimality of the closed-loop cannot be guaranteed 'a priori'. Therefore, we start by developing an SNI lemma which only requires the assumption of no modes at the origin. This builds on and extends previous results [30,11,20,29]. Moreover, the SNI lemma proposed here is based on an algebraic Riccati equation (ARE) with a unique positive semi-definite solution, even though the associated Hamiltonian is singular. The controller synthesis approach presented in this article then requires solution of two AREs. Finally, an illustrative example is given to show the usefulness of the proposed results.

In summary, the main contributions of this paper are as follows: i) fundamental connections are derived between NI systems, spectral factorization, Hamiltonian matrices and AREs; ii) necessary and sufficient conditions are derived for the state-space characterization of SNI systems with non-minimal state-space realizations; iii) sufficient conditions are derived for the solution of the SNI synthesis problem via dynamic output feedback. Along the way, we also capture NI synthesis and static state feedback which have been studied in the literature.

Notation: Let $\mathbb{R}$ and $\mathbb{C}$ denote fields of real and complex numbers, respectively; while $(\cdot)^{m \times n}$ denotes a matrix of dimension $m \times n$. $\Re(s)$ stands for the real part of $s \in \mathbb{C}$. Let $\mathbb{C}_{<0}=\{s \in \mathbb{C}: \Re(s)<0\}, \mathbb{C}_{\leq 0}=\{s \in \mathbb{C}: \Re(s) \leq$ $0\}, \mathbb{R}_{>0}=\{a \in \mathbb{R}: a>0\}$ and $\mathbb{R}_{\geq 0}^{-}=\{a \in \mathbb{R}: a \geq 0\}$. Given $A \in \mathbb{C}^{m \times n}, A^{T}, A^{*}$ and $A^{\dagger}$ denote its transpose, complex conjugate transpose and pseudo-inverse, respectively. Also, $\operatorname{rank}(A)$ denotes the rank of $A$, while $\operatorname{dim}(\operatorname{ker} A)$ denotes the dimension of the null space of $A$. If $A$ is square, the spectrum of $A$ is denoted by $\sigma(A)$, while $\rho(A)$ denotes the spectral radius of $A$ and $A^{-T}$ is a shorthand notation for $\left(A^{-1}\right)^{T}$. Moreover, $A$ is said to be Hurwitz if $\sigma(A) \in \mathbb{C}_{<0} . I_{n}$ and $0_{n}$ denote the $n \times n$ identity matrix and the $n \times n$ zero matrix, respectively. We will simply use $I$ and 0 when no confusion about the dimensions can arise. $\mathcal{F}_{l}(G, K)$ stands for lower linear fractional transformation of transfer function matrices $G$ and $K . \mathcal{R}$ denotes the set of all real, rational, proper transfer function matrices and $\mathcal{R} \mathcal{H}_{\infty}$ denotes a subset of $\mathcal{R}$ containing all asymptotically stable transfer function matrices. Given $G \in \mathcal{R}, G=\left[\begin{array}{l|l}A & B \\ \hline C & D\end{array}\right]$ is a shorthand for state-space realization $G(s)=C(s I-A)^{-1} B+D$. Moreover, $G^{\sim}(s)=G(-s)^{T}$.

## 2 Preliminaries

NI systems have been defined to include non-rational and non-proper systems [5,15], but we hereinafter restrict
attention to NI transfer functions that are real, rational and proper.

Definition 2.1. [18] A real, rational, proper transfer function matrix $G: \mathbb{C} \rightarrow \mathbb{C}^{m \times m}$ is negative imaginary (NI) if the following conditions are satisfied:
(i) $G(s)$ has no poles in $\{s \in \mathbb{C}: \Re(s)>0\}$;
(ii) $j\left[G(j \omega)-G(j \omega)^{*}\right] \geq 0$ for all $\omega \in(0, \infty)$ except for the values of $\omega$ where $j \omega$ is a pole of $G(s)$;
(iii) if $s=j \omega_{0}$ with $\omega_{0} \in(0, \infty)$ is a pole of $G(s)$, then it is a simple pole and $\lim _{s \rightarrow j \omega_{0}}\left(s-j \omega_{0}\right) j G(s)$ is Hermitian and positive semidefinite;
(iv) if $s=0$ is a pole of $G(s)$, then it is at most a double pole and $\lim _{s \rightarrow 0} s^{2} G(s)$ is Hermitian and positive semidefinite.

When the inequality in (ii) is strict and the system is asymptotically stable, we refer to such systems as SNI.

Definition 2.2. [10] A real, rational and proper transfer function $G: \mathbb{C} \rightarrow \mathbb{C}^{m \times m}$ is strictly negative imaginary (SNI) if
(i) $G(s)$ has no poles in $\{s \in \mathbb{C}: \Re(s) \geq 0\}$;
(ii) $j\left[G(j \omega)-G(j \omega)^{*}\right]>0$ for all $\omega>0$.

A subclass of SNI systems is defined below. This subclass is the same as that considered in [11, Theorem 3.3, Theorem 3.4].

Definition 2.3. A real, rational and proper transfer function $G: \mathbb{C} \rightarrow \mathbb{C}^{m \times m}$ is strongly strict negative imaginary (SSNI) if
(i) $G(s)$ is SNI;
(ii) $\lim _{\omega \rightarrow \infty} j \omega\left[G(j \omega)-G(j \omega)^{*}\right]>0$;
(iii) $\lim _{\omega \rightarrow 0^{+}} j \omega^{-1}\left[G(j \omega)-G(j \omega)^{*}\right]>0$.

This definition differs from [5, Theorem 3] since $G$ is not restricted to be symmetric, and the limit in condition (ii) is different from condition (iii) in [5, Theorem 3].

The following technical lemma characterizes the relations among a class of parahermitian rational matrices, AREs and Hamiltonian matrices. This lemma hence allows us to connect SNI systems with important control theory tools developed in the past several decades $[1,7,8]$. The parahermitian matrix considered here is allowed to be singular only at zero frequency to capture essential and peculiar requirements of SNI systems. Note that [31, Theorem 13.19] is not applicable here as the parahermitian is either strictly positive definite at all frequencies or positive semidefinite at all frequencies. That is, it does not allow strict sign for all $\omega>0$ and singular at $\omega=0$.

Lemma 2.4. Let $A, B, P, S, R$ be matrices of compatible dimensions such that $P=P^{T}, R=R^{T}>0$ with $(A, B)$
stabilizable. Suppose A has no eigenvalues on the j $\omega$-axis. Then, the following statements are equivalent:
(i) The parahermitian rational matrix

$$
\Phi(s)=\left[\begin{array}{c}
(-s I-A)^{-1} B \\
I
\end{array}\right]^{T}\left[\begin{array}{cc}
P & S \\
S^{T} & R
\end{array}\right]\left[\begin{array}{c}
(s I-A)^{-1} B \\
I
\end{array}\right]
$$

satisfies $\Phi(j \omega)>0$ for all $\omega \in \mathbb{R}_{>0} \cup\{\infty\}$ and $\operatorname{det}(\Phi(0))=0$.
(ii) There exists a unique real $X=X^{T}$ such that

$$
A^{T} X+X A-(S+X B) R^{-1}(S+X B)^{T}+P=0
$$

and $\sigma\left(A-B R^{-1}\left(S^{T}+B^{T} X\right)\right) \subset \mathbb{C}_{<0} \cup\{0\}$.
(iii) The Hamiltonian matrix

$$
H=\left[\begin{array}{cc}
A-B R^{-1} S^{T} & -B R^{-1} B^{T} \\
-\left(P-S R^{-1} S^{T}\right) & -\left(A-B R^{-1} S^{T}\right)^{T}
\end{array}\right]
$$

has no $j \omega$-axis eigenvalues except at the origin.

PROOF. (i) $\Rightarrow$ (iii) Since $\Phi(j \omega)$ is singular at $\omega=0$ but nonsingular for all $\omega>0$, it follows via [31, Lemma 13.15] that $H$ is singular and has no eigenvalues at $j \omega$ for $\omega>0$.
(iii) $\Rightarrow$ (i) $\Phi(j \omega)$ is nonsingular for all $\omega>0$ and singular at $\omega=0$ by [31, Lemma 13.15]. Now, since $\Phi(j \infty)=$ $R>0$ and $\Phi(j \omega)$ is a continuous function of $\omega$, it follows that $\Phi(j \omega)>0$ for all $\omega>0$.
(i) $\Leftrightarrow($ ii $)$ Let $F=-R^{-1}\left(S^{T}+B^{T} X\right)$. Condition (i) implies that there exists a unique real $X=X^{T}$ satisfying the ARE in (ii) and $\sigma(A+B F) \subset \mathbb{C}_{\leq 0}$ (via part II of [31, Theorem 13.19]). On the other hand, condition (ii) implies that $\Phi(j \omega) \geq 0$ for all $\omega \in \mathbb{R}_{\geq 0} \cup\{\infty\}$ (via part II of [31, Theorem 13.19]). Then, it only remains to prove that " $\Phi(j \omega)$ is nonsingular on a punctured imaginary axis excluding the origin and $\operatorname{det}(\Phi(0))=0$ if and only if $A+B F$ has no eigenvalues on the $j \omega$-axis except at the origin." Towards this end, observe that there exists a transfer function $M(s)$ such that $\Phi=M^{\sim} R M$, where $M(s)=I-F(s I-A)^{-1} B[31$, Corollary 13.20]. Let $\omega_{0} \in \mathbb{R}$. Because $\Phi(s)$ has full normal rank and $A$ has no eigenvalues on the $j \omega$-axis by assumption, the following statements are equivalent:

- $\operatorname{det}\left(\Phi\left(j \omega_{0}\right)\right)=0$.
- $j \omega_{0}$ is a transmission zero of $M(s)$.
- $M^{-1}(s)=\left[\begin{array}{c|c}A+B F & B \\ \hline F & I\end{array}\right]$ has an observable mode $j \omega_{0}$. [The equivalence follows by [31, Lemma 3.38]]
- $j \omega_{0}$ is an eigenvalue of $A+B F$. [Necessity is obvious. For sufficiency, suppose $j \omega_{0}$ is an eigenvalue of $A+B F$ but is a non-observable mode of $M^{-1}(s)$. Then, there exists an $0 \neq x \in \mathbb{C}^{n}$ such that $(A+$ $B F) x=j \omega_{0} x$ and $F x=0$. This implies that $A$ has eigenvalues on the $j \omega$ axis, which is a contradiction.]

This concludes the proof.

## 3 SNI lemma with non-minimal state-space realizations

A set of conditions used to check if a system is SNI or not is known as the SNI lemma. The earliest versions of the SNI lemma considered minimal state-space realizations based on linear matrix inequalities (LMIs) [30] or an ARE [20]. Yet, an SNI lemma without the assumption of minimal state-space realization is essential for controller synthesis. While [11,29] have relaxed the minimality assumption, [11] imposes conditions at infinity and at zero frequency which restrict the SNI class to the subclass known as SSNI. Since we are interested in providing a solution to the complete SNI synthesis problem, the SSNI Lemma [11] cannot be used here. On the other hand, in [29, Corollary 4] the system matrix is required to be Hurwitz as an assumption instead of being implied by the conditions, therefore it is not useful, on its own, to guarantee the internal stability of the resulting closedloop. Also, [26] provides an NI Lemma without minimal assumptions based on LMIs, but the system is allowed to be marginally stable which is not desirable. Here, we provide an SNI Lemma which guarantees not only the SNI property but also the stability of the system under the mild assumption of $A$ being nonsingular. Moreover, the proposed SNI lemma generalizes some of the results in $[20,19]$ since minimal state-space realization is not assumed here.

Theorem 3.1 (SNI Lemma). Let $\left[\begin{array}{l|l}A & B \\ \hline C \mid D\end{array}\right]$ be a statespace realization of the real, rational, proper transfer function $G: \mathbb{C} \rightarrow \mathbb{C}^{m \times m}$ with $R=C B+(C B)^{T}>0$. Then, the following statements are equivalent:
(i) $G(s)$ is $S N I$ and $A$ is Hurwitz;
(ii) $D=D^{T}$, $A$ is Hurwitz and the Hamiltonian matrix

$$
H=\left[\begin{array}{cc}
A-B R^{-1} C A & B R^{-1} B^{T} \\
-A^{T} C^{T} R^{-1} C A & \left(A-B R^{-1} C A\right)^{T}
\end{array}\right](1)
$$

has no $j \omega$-axis eigenvalues except at the origin;
(iii) $D=D^{T}, \operatorname{det}(A) \neq 0$ and there exists a real $X=$
$X^{T} \geq 0$ such that

$$
\begin{align*}
& A^{T} X+X A \\
& \quad+\left(C A-B^{T} X\right)^{T} R^{-1}\left(C A-B^{T} X\right)=0 \tag{2}
\end{align*}
$$

and $\sigma\left(A-B R^{-1}\left(C A-B^{T} X\right)\right) \subset \mathbb{C}_{<0} \cup\{0\}$;
(iv) $D=D^{T}$, $A$ is Hurwitz and there exist a real $X=$ $X^{T}$ and a real $L$ such that

$$
\begin{align*}
A^{T} X+X A & =-L^{T} L  \tag{3}\\
C & =-B^{T} A^{-T} X \tag{4}
\end{align*}
$$

and $\operatorname{rank}(M(j \omega))=m$ for all $\omega \in \mathbb{R}_{>0}$, where $M(s)=L A^{-1}(s I-A)^{-1} B$.

PROOF. Let $F(s)=s(G(s)-D)$ and

$$
\begin{aligned}
\Phi(s) & =F(s)+F^{\sim}(s) \\
& =\left[\begin{array}{c}
-(s I+A)^{-1} B \\
I
\end{array}\right]^{T}\left[\begin{array}{cc}
0 & (C A)^{T} \\
C A & R
\end{array}\right]\left[\begin{array}{c}
(s I-A)^{-1} B \\
I
\end{array}\right] .
\end{aligned}
$$

Note that $G(s)$ is SNI if and only if $D=D^{T}, F(s) \in$ $\mathcal{R H}_{\infty}, F(0)=0$ and $\Phi(j \omega)>0$ for all $\omega$ in $\mathbb{R}_{>0}$ by $[11$, Lemma 3.1]. Then, condition (i) is equivalent to
(i') $D=D^{T}, A$ is Hurwitz and $\Phi(j \omega)>0$ for all $\omega \in$ $\mathbb{R}_{>0}$.
$\left(i^{\prime}\right) \Leftrightarrow($ ii) This follows by Lemma 2.4 on noting that assumptions of Lemma 2.4 are satisfied, $\operatorname{det}(\Phi(0))=0$, $\Phi(\infty)=R>0$ and

$$
\sigma(H)=\sigma\left(\left[\begin{array}{cc}
A-B R^{-1} C A & -B R^{-1} B^{T} \\
A^{T} C^{T} R^{-1} C A & -\left(A-B R^{-1} C A\right)^{T}
\end{array}\right]\right)
$$

(ii) $\Rightarrow$ (iii) This follows from Lemma 2.4 on noting that $X \geq 0$ since $A$ is Hurwitz and $A^{T} X+X A \leq 0$ (from (2)).
(iii) $\Rightarrow$ (ii) We will show that $X$ is unique and $A$ is Hurwitz, so the implication follows by Lemma 2.4. To achieve this, let us first assume that $A$ is Hurwitz. Then, a simple Popov-Belevitch-Hautus test [31] shows that the pair $\left(A-B R^{-1} C A, B R^{-1} B^{T}\right)$ is stabilizable. This guarantees the uniqueness of $X[31,2,8]$. The proof is completed by showing that $\left(C A-B^{T} X, A\right)$ is detectable, because it implies $A$ is Hurwitz (by noting that $X \geq 0$ and $A^{T} X+X A \leq 0$ are satisfied by assumption). So, let us assume, to the contrary, that the pair $\left(C A-B^{T} X, A\right)$ is not detectable. Then, there exist $0 \neq x \in \mathbb{C}^{n}$ and $\Re(\lambda) \geq 0$ such that $A x=\lambda x,\left(C A-B^{T} X\right) x=0$ and $\left(\bar{A}-B R^{-1}\left(C A-B^{T} X\right)\right) x=\lambda x$. Therefore, $\lambda$ is
also an eigenvalue of $A-B R^{-1}\left(C A-B^{T} X\right)$ which implies that $\lambda=0$. This contradicts $\operatorname{det} A \neq 0$. Therefore, $\left(C A-B^{T} X, A\right)$ is detectable.
(iii) $\Rightarrow$ (iv) $A$ is Hurwitz, as shown above. Also, it follows from [24, Lemma 2] that (3) and (4) hold. Furthermore, $\Phi(s)=-s^{2} M^{\sim}(s) M(s)$ is easily verified by the use of (3), (4) and by routine algebra. Finally, $\operatorname{rank}(M(j \omega))=$ $m$ for all $\omega \in \mathbb{R}_{>0}$ since $\Phi(j \omega)>0$ for all $\omega \in \mathbb{R}_{>0}$ (by the equivalence between (iii) and (i')).
$(\mathrm{iv}) \Rightarrow\left(\mathrm{i}^{\prime}\right)$ This was proved in [29, Corollary 4].
Remark 3.2. Note that when any of these conditions hold, the almost stabilizing solution to the ARE (2) is unique, as shown in the proof of necessity (iii) $\Rightarrow$ (ii). Also, the partial multiplicities (i.e. the sizes of the Jordan blocks to which an eigenvalue belongs) of the zero eigenvalues of the Hamiltonian (1) are all even [2,8]. Furthermore, assumption $R>0$ allows us to establish the necessity of (iv), but this assumption can be removed when only sufficiency of (iv) is of interest as shown in [29].

The importance of Theorem 3.1 can be summarized as follows: 1) The SNI property can be easily and directly tested by checking the spectrum of the associated Hamiltonian which depends only on the state-space matrices (non-necessarily minimal). 2) Condition (iii) is useful for synthesis as shown in section 5. 3) Condition (iv) provides a connection with existing literature, however, it is not desired for synthesis because it involves a rank condition that results in a non-convex problem which is hard to solve.

## 4 A strongly SNI Lemma with non-minimal state-space realization

Interestingly, for SSNI systems the spectral properties of the Hamiltonians allow us to transform an ARE with an almost stabilizing solution into an ARE that has the same solution but being stabilizing for this new ARE. Consequently, we provide an SSNI lemma based on Hamiltonians and an ARE with better numerical properties. The ARE changing procedure was motivated by the double-shift technique in [2]. Notice that the SSNI lemma in [11] is based on LMIs which is complementary to the SSNI lemma below. Moreover, contrary to [11] we do not impose any controllability or observability condition on the state-space realization, only the mild assumption of $A$ being Hurwitz.

Lemma 4.1 (SSNI Lemma). Let $\left[\frac{A}{A} \left\lvert\, \begin{array}{l|l}C & D\end{array}\right.\right.$ be a statespace realization of the real, rational, proper transfer function $G: \mathbb{C} \rightarrow \mathbb{C}^{m \times m}$ with $R=C B+(C B)^{T}>0$. Then, the following statements are equivalent:
(i) $G(s)$ is SSNI with A Hurwitz;
(ii) $D=D^{T}$, $\operatorname{det}(A) \neq 0$ and there exists a real $X=$ $X^{T} \geq 0$ such that (2) holds and the matrix $A-$ $B R^{-1}\left(C A-B^{T} X\right)$ has all its eigenvalues in $\mathbb{C}_{<0}$ except $m$ eigenvalues at the origin;
(iii) $D=D^{T}$, $\operatorname{det}(A) \neq 0$ and there exists a real $X=$ $X^{T} \geq 0$ such that $C=-B^{T} A^{-T} X$,

$$
\begin{equation*}
\widetilde{A}^{T} X+X \widetilde{A}+X \widetilde{B} X+\widetilde{C}=0 \tag{5}
\end{equation*}
$$

and $\sigma(\widetilde{A}+\widetilde{B} X) \subset \mathbb{C}_{<0}$, where for any $\eta<0$,

$$
\begin{aligned}
& \widetilde{A}=A-B R^{-1} C A+\eta A^{-1} B\left(B^{\dagger} A-C\right), \\
& \widetilde{B}=B R^{-1} B^{T}-\eta A^{-1} B B^{T} A^{-T}, \\
& \widetilde{C}=A^{T} C^{T} R^{-1} C A-\eta\left[C^{T}\left(C-B^{\dagger} A\right)-\left(B^{\dagger} A\right)^{T} C\right] .
\end{aligned}
$$

Furthermore, the matrix $X$ in conditions (ii) and (iii) is the same.

PROOF. Let $H$ as in (1), $S=\left[\left(A^{-1} B\right)^{T}-C\right]^{T}, W=$ $\left[\left(A^{-2} B\right)^{T} C A^{-1}\right]^{T}, \Lambda=A-B R^{-1}\left(C A-B^{T} X\right)$ and $E=\left[\begin{array}{cc}0 & I \\ -I & 0\end{array}\right]$. Note that the columns of $A^{-1} B, S$ and $W$ are linearly independent because $\operatorname{det}(R) \neq 0$. Moreover, a simple calcultion shows that $H S=0, S^{T} E H=0$.
(i) $\Leftrightarrow$ (ii) Observe that Theorem 3.1 already establishes part of this equivalence. Then, $C=-B^{T} A^{-T} X$ and $K=\lim _{\omega \rightarrow 0^{+}} \omega^{-1} j\left[G(j \omega)-G(j \omega)^{*}\right]=C A^{-2} B+$ $B^{T}\left(A^{-T}\right)^{2} C^{T} \geq 0$. Hence, it remains to prove that $\gamma=$ $\operatorname{dim}(\operatorname{ker} K)=0$ if and only if $H$ has $2 m$ zero eigenvalues (by noting that $\left[\begin{array}{cc}I & 0 \\ -X & I\end{array}\right] H\left[\begin{array}{ll}I & 0 \\ X & I\end{array}\right]=\left[\begin{array}{cc}\Lambda & B R^{-1} B^{T} \\ 0 & -\Lambda^{T}\end{array}\right]$ ).
To this end, observe that $K=S^{T} E W$ and there exists a nonsingular $P$ such that $P^{T} K P=\left[\begin{array}{cc}I & 0 \\ 0 & 0_{\gamma}\end{array}\right]$. Thus, $\gamma$ columns of WP are orthogonal to $\gamma$ columns of ESP and clearly, the columns of $W P$ are right generalized eigenvectors of $H$ (i.e. $H W P=S P$ ) while the columns of $E S P$ are left eigenvectors corresponding to zero eigenvalues (i.e. $\left.(E S P)^{T} H=0\right)$. Then, in view of [2, Remark A.8], $\gamma$ zero eigenvalues of $H$ have partial multiplicity strictly greater than two. Hence, $\gamma=0$ if and only if $H$ has $2 m$ zero eigenvalues.
(ii) $\Leftrightarrow$ (iii) Let $\widetilde{H}$ be the Hamiltonian associated with the ARE (5). First, note that (ii) implies (4) by Theorem 3.1. Also, notice that $\widetilde{H}=H+\eta S F^{T}+\eta Q S^{T} E$, where $F=\left[\begin{array}{ll}B^{\dagger} A & 0\end{array}\right]^{T}, Q=\left[-\left(A^{-1} B\right)^{T} C-B^{\dagger} A\right]^{T}$.

Then, $S=\left[\begin{array}{ll}I & X\end{array}\right]^{T} A^{-1} B, S^{T} E\left[\begin{array}{ll}I & X\end{array}\right]^{T}=0$ and $S F^{T}[I X]^{T}=[I X]^{T} A^{-1} B B^{\dagger} A$. Consequently, $\widetilde{H}\left[\begin{array}{ll}I & X\end{array}\right]^{T}=\left[\begin{array}{ll}I & X\end{array}\right]^{T} \widetilde{\Lambda}$ if and only if $H\left[\begin{array}{ll}I & X\end{array}\right]^{T}=$ $[I X]^{T} \Lambda$, where $\widetilde{\Lambda}=\Lambda+\eta A^{-1} B B^{\dagger} A$. In other words, $X=X^{T} \geq 0$ is a solution to (2) if and only if $X=X^{T} \geq 0$ is a solution to (5) and (4) holds. Next, it only remains to show that $\widetilde{\Lambda}$ is Hurwitz if and only if $\Lambda$ has all its eigenvalues in $\mathbb{C}_{<0}$ except $m$ eigenvalues at the origin. To this end, note that $\operatorname{rank}(\Lambda)=n-m$ because $\operatorname{rank}(\Lambda)=\operatorname{rank}\left(\Lambda A^{-1}\right)$ and the eigenvalues of $B R^{-1}\left(C-B^{T} X A^{-1}\right)$ are $m$ at unity together with $n-m$ eigenvalues at zero, obtained by observing that the non-zero eigenvalues of $B R^{-1}\left(C-B^{T} X A^{-1}\right)$ are the same as those of $R^{-1}\left(C B-B^{T} X A^{-1} B\right)=I_{m}$. This yields $\operatorname{dim}(\operatorname{ker} \Lambda)=m$ and $\operatorname{ker} \Lambda=\operatorname{Im}\left(V_{1}\right)$, where $V_{1}=A^{-1} B$. If we now assume that $\Lambda$ has $m+k$ eigenvalues at the origin, then there exist matrices $M \in \mathbb{C}^{m \times k}$ and $J \in \mathbb{C}^{n-(m+k) \times n-(m+k)}$ and full column rank matrices $V_{2} \in \mathbb{C}^{n \times k}, V_{3} \in \mathbb{C}^{n \times n-(m+k)}$ such that $\left[\begin{array}{lll}V_{1} & V_{2} & V_{3}\end{array}\right]$ is nonsingular and $\Lambda\left[\begin{array}{lll}V_{1} & V_{2} & V_{3}\end{array}\right]=$ $\left[\begin{array}{lll}V_{1} & V_{2} & V_{3}\end{array}\right]\left[\begin{array}{ccc}0_{m} & M & 0 \\ 0 & 0_{k} & 0 \\ 0 & 0 & J\end{array}\right]$. Consequently, $\widetilde{\Lambda}\left[\begin{array}{lll}V_{1} & V_{2} & V_{3}\end{array}\right]=$ $\left[\begin{array}{lll}V_{1} & V_{2} & V_{3}\end{array}\right]\left[\begin{array}{ccc}\eta I_{m} & M+\eta V_{1}^{\dagger} V_{2} & \eta V_{1}^{\dagger} V_{3} \\ 0 & 0_{k} & 0 \\ 0 & 0 & J\end{array}\right]$. Thus, $\widetilde{\Lambda}$ is Hurwitz if and only if $J$ is Hurwitz and $k=0$.

## 5 SNI control problem

Consider the uncertain linear system depicted in Fig. 1, where the uncertainty $\Delta(s)$ is assumed to be NI and the generalized plant $G(s)$ is described by

$$
\begin{align*}
& \dot{x}=A x+B_{1} w+B_{2} u \\
& z=C_{1} x+D_{11} w+D_{12} u  \tag{6}\\
& y=C_{2} x+D_{21} w+D_{22 u}
\end{align*}
$$

where $x$ is the state of the plant, $w$ is the disturbance acting on the system, $u$ is the control input, $z$ is the controlled output signal, $y$ is the measurement output, $A \in \mathbb{R}^{n \times n}, B_{1} \in \mathbb{R}^{n \times m} B_{2} \in \mathbb{R}^{n \times q}, C_{1} \in \mathbb{R}^{m \times n}, C_{2} \in$ $\mathbb{R}^{p \times n}, D_{11} \in \mathbb{R}^{m \times m}, D_{12} \in \mathbb{R}^{m \times q}, D_{21} \in \mathbb{R}^{p \times m}, D_{22} \in$ $\mathbb{R}^{p \times q}, q \leq m$ and $p \leq m$.

Our aim is to construct a controller $K(s)$ such that the closed-loop system $\mathcal{F}_{l}(G, K)$ is SNI and the associated linear fractional interconnection is internally stable.


Fig. 1. Feedback control of an uncertain system

### 5.1 Static state-feedback

When all the system states are available, a statefeedback controller can render the closed-loop system SNI, as shown in the following result.

In this case, the generalized plant $G(s)$ is described by

$$
\begin{align*}
\dot{x} & =A x+B_{1} w+B_{2} u \\
z & =C_{1} x+D_{11} w  \tag{7}\\
y & =x
\end{align*}
$$

and the static state-feedback control law is given by $u=$ $F x$.

Theorem 5.1. Consider the generalized plant $G(s)$ in (7) where $C_{1} B_{2}$ is full column rank, and $\left(A, B_{2}\right)$ is stabilizable. Let $R=C_{1} B_{1}+B_{1}^{T} C_{1}^{T}>0$ and suppose that
(i) $D_{11}=D_{11}^{T}$;
(ii) there exists a real $X \geq 0$ such that

$$
\begin{equation*}
A_{x}^{T} X+X A_{x}+X R_{x} X+Q_{x}=0 \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
A_{x}= & \left(I-B_{1} R^{-1} C_{1}\right)\left[I-B_{2}\left(B_{2}^{T} C_{1}^{T} R^{-1} C_{1} B_{2}\right)^{-1}\right. \\
& \left.B_{2}^{T} C_{1}^{T} R^{-1} C_{1}\right] A,  \tag{9}\\
R_{x}= & B_{1} R^{-1} B_{1}^{T}-\left(I-B_{1} R^{-1} C_{1}\right) B_{2}\left(B_{2}^{T} C_{1}^{T} R^{-1}\right. \\
& \left.C_{1} B_{2}\right)^{-1} B_{2}^{T}\left(I-B_{1} R^{-1} C_{1}\right)^{T},  \tag{10}\\
Q_{x}= & A^{T} C_{1}^{T} R^{-1}\left[R-C_{1} B_{2}\left(B_{2}^{T} C_{1}^{T} R^{-1} C_{1} B_{2}\right)^{-1} B_{2}^{T}\right. \\
& \left.C_{1}^{T}\right] R^{-1} C_{1} A . \tag{11}
\end{align*}
$$

Then, the state-feedback controller $u=F x$ generates an NI closed-loop system

$$
\left[\begin{array}{c|c}
A+B_{2} F & B_{1}  \tag{12}\\
\hline C_{1} & D_{11}
\end{array}\right],
$$

where

$$
\begin{align*}
F= & -\left(B_{2}^{T} C_{1}^{T} R^{-1} C_{1} B_{2}\right)^{-1} B_{2}^{T}\left[X+C_{1}^{T} R^{-1}\right. \\
& \left.\left(C_{1} A-B_{1}^{T} X\right)\right] . \tag{13}
\end{align*}
$$

Moreover, if in addition $\sigma\left(A_{x}+R_{x} X\right) \subset \mathbb{C}_{<0} \cup\{0\}$ and $\operatorname{det}\left(A+B_{2} F\right) \neq 0$, the closed-loop system (12) is SNI with $A+B_{2} F$ Hurwitz.

PROOF. Let $A_{F}=A+B_{2} F$. Then,

$$
\begin{align*}
0= & A_{x}^{T} X+X A_{x}+X R_{x} X+Q_{x} \\
= & A^{T} X+X A+\left(C_{1} A-B_{1}^{T} X\right)^{T} R^{-1}\left(C_{1} A-B_{1}^{T} X\right) \\
& -\left[X+\left(C_{1} A-B_{1}^{T} X\right)^{T} R^{-1} C_{1}\right] B_{2}\left(B_{2}^{T} C_{1}^{T} R^{-1}\right. \\
& \left.C_{1} B_{2}\right)^{-1} B_{2}^{T}\left[X+\left(C_{1} A-B_{1}^{T} X\right)^{T} R^{-1} C_{1}\right]^{T} \\
= & A_{F}^{T} X+X A_{F}+\left(C_{1} A_{F}-B_{1}^{T} X\right)^{T} R^{-1}\left(C_{1} A_{F}\right. \\
& \left.-B_{1}^{T} X\right) . \tag{14}
\end{align*}
$$

Hence, (12) is NI by [24, Lemma 2]. Moreover note that,

$$
\begin{aligned}
& A_{x}+R_{x} X \\
&=\left(I-B_{1} R^{-1} C_{1}\right) A+B_{1} R^{-1} B_{1}^{T} X-\left(I-B_{1} R^{-1} C_{1}\right) \\
& B_{2}\left(B_{2}^{T} C_{1}^{T} R^{-1} C_{1} B_{2}\right)^{-1} B_{2}^{T}\left[C_{1}^{T} R^{-1} C_{1} A+\right. \\
&\left.\left(I-B_{1} R^{-1} C_{1}\right)^{T} X\right] \\
&=\left(I-B_{1} R^{-1} C_{1}\right) A+B_{1} R^{-1} B_{1}^{T} X+\left(I-B_{1} R^{-1} C_{1}\right) \\
& B_{2} F \\
&= A_{F}-B_{1} R^{-1}\left(C_{1} A_{F}-B_{1}^{T} X\right) .
\end{aligned}
$$

Thus, on exploiting the fact that $X \geq 0$ satisfies (8) together with $\sigma\left(A_{x}+R_{x} X\right) \subset \mathbb{C}_{<0} \cup\{0\}$ and $\operatorname{det}(A+$ $\left.B_{2} F\right) \neq 0$, the closed-loop (12) is SNI with $A+B_{2} F$ Hurwitz by Theorem 3.1.

Remark 5.2. Note that when $A$ is nonsingular the columns of $A^{-1} B_{2}$ belongs to $\operatorname{ker} A_{x} \cap \operatorname{ker} Q_{x}$. On the other hand, when $A$ is singular there exists $0 \neq v \in \mathbb{R}^{n}$ such that $A v=0$, thus $v \in \operatorname{ker} A_{x} \cap \operatorname{ker} Q_{x}$. Consequently, ker $A_{x} \cap \operatorname{ker} Q_{x}$ is not an empty set. Then, it follows that the ARE (8) has a singular Hamiltonian and its solution may not be unique. However, we can find some of these solutions by following the procedure in [12]. Singular Hamiltonians arise in NI controller synthesis.

Remark 5.3. The assumption that $\left(A, B_{2}\right)$ is stabilizable is not needed to design a feedback gain $K$ such that $\mathcal{F}_{l}(G, K)$ is NI. This assumption is however required for $A+B_{2} F$ to be Hurwitz.

### 5.2 Dynamic output feedback

Consider the generalized plant $G(s)$ in (6). The controller $K: \mathbb{C} \rightarrow \mathbb{C}^{q \times p}$ is described by

$$
\begin{align*}
\dot{x}_{k} & =A_{k} x_{k}+B_{k} y \\
u & =C_{k} x_{k}+D_{k} y \tag{15}
\end{align*}
$$

where $x_{k}$ is the state of the controller, $A_{k} \in \mathbb{R}^{k \times k}, B_{k} \in$ $\mathbb{R}^{k \times p}, C_{k} \in \mathbb{R}^{q \times k}$ and $D_{k} \in \mathbb{R}^{q \times p}$.

Suppose the generalized plant state-space matrices in (6) satisfy the following assumptions:
(A1) $\left(A, B_{2}\right)$ is stabilizable and $\left(C_{2}, A\right)$ is detectable;
(A2) $C_{1} B_{2}$ is full column rank, $D_{21}$ has full row rank;
(A3) $D_{12}=0$ and $D_{22}=0$;
(A4) $C_{1} B_{1}+B_{1}^{T} C_{1}^{T}>0$.
Assumption (A1) is necessary for internal stability. Assumption (A2) is analogous to the corresponding assumption in LQG $/ \mathcal{H}_{\infty} / \mathrm{PR}$ synthesis $[4,27]$ for the sys-
$\operatorname{tem} s\left(G(s)-D_{11}\right)=\left[\begin{array}{c|cc}A & B_{1} & B_{2} \\ \hline C_{1} & C_{1} B_{1} & C_{1} B_{2} \\ C_{2} & D_{21} & D_{22}\end{array}\right]$. The assump-
tion that $C_{1} B_{2}$ is full column rank in (A2) means that the transfer function from $u$ to $z$ has relative degree of one. The assumptions in (A3) can easily be relaxed as shown in [25, Lemma 5]. Assumption (A4) is necessary for the synthesis method presented in the following result.

Theorem 5.4. Consider the generalized plant $G(s)$ in (6) and let the assumptions (A1) to (A4) hold. Let $R=$ $C_{1} B_{1}+B_{1}^{T} C_{1}^{T}$ and suppose that
(i) $D_{11}=D_{11}^{T}$;
(ii) there exists a real $X \geq 0$ such that $A_{x}^{T} X+X A_{x}+$ $X R_{x} X+Q_{x}=0$, where $A_{x}, R_{x}$ and $Q_{x}$ are defined in (9), (10) and (11), respectively;
(iii) there exists a real $Y \geq 0$ such that $A_{y} Y+Y A_{y}^{T}+$ $Y R_{y} Y+Q_{y}=0$ and $\sigma\left(A_{y}+Y R_{y}\right) \subset \mathbb{C}_{<0}$, where

$$
\begin{aligned}
A_{y}= & \left(I-B_{1} R^{-1} C_{1}\right) A-B_{1} R^{-1} D_{21}^{T} \\
& \left(D_{21} R^{-1} D_{21}^{T}\right)^{-1}\left(C_{2}-D_{21} R^{-1} C_{1} A\right) \\
R_{y}= & A^{T} C_{1}^{T} R^{-1} C_{1} A-\left(C_{2}-D_{21} R^{-1} C_{1} A\right)^{T} \\
& \left(D_{21} R^{-1} D_{21}^{T}\right)^{-1}\left(C_{2}-D_{21} R^{-1} C_{1} A\right) \\
Q_{y}= & B_{1} R^{-1}\left[R-D_{21}^{T}\left(D_{21} R^{-1} D_{21}^{T}\right)^{-1} D_{21}\right] R^{-1} B_{1}^{T}
\end{aligned}
$$

(iv) $\rho(Y X)<1$.

Then, the closed-loop system $\mathcal{F}_{l}(G, K)$ is NI when $K(s)$ is given by (15) with $A_{k}=A+B_{2} F+(I-$ $Y X)^{-1} L C_{2}+\Psi, B_{k}=-(I-Y X)^{-1} L, C_{k}=F$ and $D_{k}=0$, where $F$ is defined as in (13), $L=$ $-\left[Y C_{2}^{T}+\left(B_{1}^{T}-C_{1} A Y\right)^{T} R^{-1} D_{21}^{T}\right]\left(D_{21} R^{-1} D_{21}^{T}\right)^{-1}$, $\Psi=-\left[B_{1}+(I-Y X)^{-1} L D_{21}\right] R^{-1}\left[C_{1}\left(A+B_{2} F\right)-\right.$ $\left.B_{1}^{T} X\right]$. Moreover, if $\sigma\left(A_{x}+R_{x} X\right) \subset \mathbb{C}_{<0} \cup\{0\}$ and $\operatorname{det}\left(\left[\begin{array}{cc}A+B_{2} F & -B_{2} F \\ -\Psi & A+\Psi-B_{k} C_{2}\end{array}\right]\right) \neq 0$, then $\mathcal{F}_{l}(G, K)$ is SNI and the associated linear fractional interconnection is internally stable.

PROOF. This proof follows the results given for strictly PR (SPR) systems in [27], but important modifications are made to allow the synthesis of SNI systems. Using the specified state-space realizations for $G(s)$ and $K(s)$ in (6) and (15), respectively, the closed-loop system $\mathcal{F}_{l}(G, K)$ has the following state-space realization,
with $\left[\begin{array}{ll}x^{T} & x^{T}-x_{k}^{T}\end{array}\right]^{T}$ as the state vector

$$
\left[\begin{array}{c|c}
A_{c} & B_{c} \\
\hline C_{c} & D_{c}
\end{array}\right]=\left[\begin{array}{cc|c}
A+B_{2} F & -B_{2} F & B_{1} \\
-\Psi & A+\Psi-B_{k} C_{2} & B_{1}-B_{k} D_{21} \\
\hline C_{1} & 0 & D_{11}
\end{array}\right] .
$$

We will show first that conditions (i) to (iv) imply that there exists a real $\mathcal{X}=\mathcal{X}^{T} \geq 0$ such that

$$
\begin{align*}
\mathcal{Q}(\mathcal{X})= & A_{c}^{T} \mathcal{X}+\mathcal{X} A_{c} \\
& +\left(C_{c} A_{c}-B_{c}^{T} \mathcal{X}\right)^{T} R^{-1}\left(C_{c} A_{c}-B_{c}^{T} \mathcal{X}\right)=0,( \tag{16}
\end{align*}
$$

which, according to [24, Lemma 2], would guarantee that the closed-loop system is NI. Then, we will show that

$$
\begin{equation*}
\sigma\left(A_{c}-B_{c} R^{-1}\left(C_{c} A_{c}-B_{c}^{T} \mathcal{X}\right)\right) \subset \mathbb{C}_{<0} \cup\{0\} \tag{17}
\end{equation*}
$$

holds when $\sigma\left(A_{x}+R_{x} X\right) \subset \mathbb{C}_{<0} \cup\{0\}$, because (16) and (17) would guarantee, when $\operatorname{det}\left(A_{c}\right) \neq 0$, that the closed-loop system is SNI with $A_{c}$ Hurwitz via Theorem 3.1.

Towards this end, let $A_{F}=A+B_{2} F$. Then, by Theorem 5.1, conditions (i) and (ii) imply that (14) holds. Next, let $A_{z}=A_{y}+Q_{y} X$ and $R_{z}=X A_{z}+A_{z}^{T} X-$ $X Q_{y} X+R_{y}$, so

$$
\begin{aligned}
0= & A_{y} Y+Y A_{y}^{T}+Y R_{y} Y+Q_{y} \\
= & \left(A_{z}-Q_{y} X\right) Y+Y\left(A_{z}-Q_{y} X\right)^{T}+Y\left(X Q_{y} X-\right. \\
& \left.X A_{z}-A_{z}^{T} X+R_{z}\right) Y+Q_{y} \\
= & (I-Y X) A_{z} Y+Y A_{z}^{T}(I-X Y)+Y R_{z} Y+ \\
& (I-Y X) Q_{y}(I-X Y) .
\end{aligned}
$$

A simple inspection shows that $Z=(I-Y X)^{-1} Y \geq 0$ (since $Y \geq 0$ and $\rho(Y X)<1$ ) satisfies the ARE

$$
\begin{equation*}
A_{z} Z+Z A_{z}^{T}+Z R_{z} Z+Q_{y}=0 \tag{18}
\end{equation*}
$$

Furthermore, $Z$ is the stabilizing solution of the ARE (18) since it can be shown that $A_{z}+Z R_{z}=$ $(I-Y X)^{-1}\left(A_{y}+Y R_{y}\right)(I-Y X)$, i.e.

$$
\begin{equation*}
\sigma\left(A_{z}+Z R_{z}\right) \subset \mathbb{C}_{<0} \tag{19}
\end{equation*}
$$

Also, long but routine algebraic manipulations show that

$$
\begin{align*}
A_{z}= & \bar{A}-B_{1} R^{-1} \bar{C}_{1}-B_{1} R^{-1} D_{21}^{T}\left(D_{21} R^{-1} D_{21}^{T}\right)^{-1} \\
& \left(\bar{C}_{2}-D_{21} R^{-1} \bar{C}_{1}\right),  \tag{20}\\
R_{z}= & \bar{C}_{1}^{T} R^{-1} \bar{C}_{1}-\left(\bar{C}_{2}-D_{21} R^{-1} \bar{C}_{1}\right)^{T}\left(D_{21} R^{-1} D_{21}^{T}\right)^{-1} \\
& \left(\bar{C}_{2}-D_{21} R^{-1} \bar{C}_{1}\right), \tag{21}
\end{align*}
$$

where $\bar{A}=A-B_{1} R^{-1} C_{E}, \bar{C}_{1}=-C_{1} B_{2} F, \bar{C}_{2}=C_{2}-$ $D_{21} R^{-1} C_{E}$ and $C_{E}=C_{1} A_{F}-B_{1}^{T} X$. Thus, by replacing
(20), (21) and $Q_{y}$ in the ARE (18), we get

$$
\begin{align*}
0= & A_{z} Z+Z A_{z}^{T}+Z R_{z} Z+Q_{y} \\
= & \bar{A} Z+Z \bar{A}^{T}+\left(B_{1}-Z \bar{C}_{1}^{T}\right) R^{-1}\left(B_{1}-Z \bar{C}_{1}^{T}\right)^{T}-\left[B_{1}\right. \\
& \left.R^{-1} D_{21}^{T}+Z\left(\bar{C}_{2}-D_{21} R^{-1} \bar{C}_{1}\right)^{T}\right]\left(D_{21} R^{-1} D_{21}^{T}\right)^{-1} \\
& {\left[B_{1} R^{-1} D_{21}^{T}+Z\left(\bar{C}_{2}-D_{21} R^{-1} \bar{C}_{1}\right)^{T}\right]^{T} } \\
= & \left(\bar{A}+\bar{L} \bar{C}_{2}\right) Z+Z\left(\bar{A}+\bar{L} \bar{C}_{2}\right)^{T}+\left(B_{1}+\bar{L} D_{21}-\right. \\
& \left.Z \bar{C}_{1}^{T}\right) R^{-1}\left(B_{1}+\bar{L} D_{21}-Z \bar{C}_{1}^{T}\right)^{T}, \tag{22}
\end{align*}
$$

where $\bar{L}=-\left[B_{1} R^{-1} D_{21}^{T}+Z\left(\bar{C}_{2}-D_{21} R^{-1} \bar{C}_{1}\right)^{T}\right]$ $\left(D_{21} R^{-1} D_{21}^{T}\right)^{-1}$. In addition, it can be shown that $\bar{A}+\bar{L} \bar{C}_{2}-\left(B_{1}+\bar{L} D_{21}-Z \bar{C}_{1}^{T}\right) R^{-1} \bar{C}_{1}=A_{z}+Z R_{z}$, so it follows from (19) that

$$
\begin{equation*}
\sigma\left(\bar{A}+\bar{L} \bar{C}_{2}-\left(B_{1}+\bar{L} D_{21}-Z \bar{C}_{1}^{T}\right) R^{-1} \bar{C}_{1}\right) \subset \mathbb{C}_{<0} \tag{23}
\end{equation*}
$$

Therefore, since $R=R^{T}>0$ (by assumption) and $Z=$ $Z^{T} \geq 0$ is the stabilizing solution of (22), it follows, by [27, Lemma 2.3], that the (output-injection) system

$$
\left[\begin{array}{c|c}
\bar{A}+\bar{L} \bar{C}_{2} & B_{1}+\bar{L} D_{21} \\
\hline \bar{C}_{1} & C_{1} B_{1}
\end{array}\right]
$$

is SPR with $\bar{A}+\bar{L} \bar{C}_{2}$ Hurwitz and the ARE
$A_{L}^{T} W+W A_{L}+\left(\bar{C}_{1}-B_{1 L}^{T} W\right)^{T} R^{-1}\left(\bar{C}_{1}-B_{1 L}^{T} W\right)=0$
has a real stabilizing solution $W=W^{T} \geq 0$, i.e.

$$
\sigma\left(A_{L}-B_{1 L} R^{-1}\left(\bar{C}_{1}-B_{1 L}^{T} W\right)\right) \subset \mathbb{C}_{<0}
$$

where $A_{L}=\bar{A}+\bar{L} \bar{C}_{2}$ and $B_{1 L}=B_{1}+\bar{L} D_{21}$.
Finally, let $\mathcal{Q}(\mathcal{X})=\left[\begin{array}{ll}Q_{11} & Q_{21}^{T} \\ Q_{21} & Q_{22}\end{array}\right]$ with $\mathcal{X}=\left[\begin{array}{cc}X & 0 \\ 0 & W\end{array}\right]$. It is shown after some calculations that

$$
\begin{aligned}
Q_{11}= & A_{F}^{T} X+X A_{F}+\left(C_{1} A_{F}-B_{1}^{T} X\right)^{T} R^{-1} \\
& \left(C_{1} A_{F}-B_{1}^{T} X\right)=0 \\
Q_{21}= & -F^{T} B_{2}^{T}\left(X+C_{1}^{T} R^{-1} C_{E}\right)=0 \\
Q_{22}= & A_{L}^{T} W+W A_{L}+\left(C_{1} B_{2} F+B_{1 L}^{T} W\right)^{T} R^{-1} \\
& \left(C_{1} B_{2} F+B_{1 L}^{T} W\right)=0 .
\end{aligned}
$$

In other words, $\mathcal{X}=\mathcal{X}^{T} \geq 0$ satisfies (16), so via [24, Lemma 2], we conclude that $\mathcal{F}_{l}(G, K)$ is NI.

Moreover, let $A_{c}-B_{c} R^{-1}\left(C_{c} A_{c}-B_{c}^{T} \mathcal{X}\right)=\left[\begin{array}{ll}\mathcal{A}_{11} & \mathcal{A}_{12} \\ \mathcal{A}_{21} & \mathcal{A}_{22}\end{array}\right]$.

Then,

$$
\begin{aligned}
& \mathcal{A}_{11}=A_{F}-B_{1} R^{-1}\left(C_{1} A_{F}-B_{1}^{T} X\right) \\
& \mathcal{A}_{21}=-\Psi+\Psi=0 \\
& \mathcal{A}_{22}=A_{L}+B_{1 L} R^{-1}\left(C_{1} B_{2} F+B_{1 L}^{T} W\right)
\end{aligned}
$$

and consequently,

$$
\sigma\left(A_{c}-B_{c} R^{-1}\left(C_{c} A_{c}-B_{c}^{T} \mathcal{X}\right)\right)=\sigma\left(\mathcal{A}_{11}\right) \cup \sigma\left(\mathcal{A}_{22}\right)
$$

Since $\sigma\left(\mathcal{A}_{22}\right) \subset \mathbb{C}_{<0}$ and $\mathcal{A}_{11}=A_{x}+R_{x} X$ (as shown in Theorem 5.1), $\sigma\left(A_{c}-B_{c} R^{-1}\left(C_{c} A_{c}-B_{c}^{T} \mathcal{X}\right)\right) \subset \mathbb{C}_{<0} \cup\{0\}$ when $\sigma\left(A_{x}+R_{x} X\right) \subset \mathbb{C}_{<0} \cup\{0\}$. Then, via Theorem 3.1, we conclude that (whenever $\left.\operatorname{det}\left(A_{c}\right) \neq 0\right), \mathcal{F}_{l}(G, K)$ is SNI and the associated linear fractional interconnection is internally stable.

Remark 5.5. The procedure to synthesize a controller for the SNI problem is as follows: 1) verify that $D_{11}$ is symmetric, 2) find the unique solution of the ARE in condition (iii) in Theorem 5.4,3) find all the solutions to the ARE in condition (ii) of Theorem $5.4,4)$ from all the solutions found in step 3) check which of them satisfy $\sigma\left(A_{x}+R_{x} X\right) \subset \mathbb{C}_{<0} \cup\{0\}$, $\operatorname{det}\left(\left[\begin{array}{cc}A+B_{2} F & -B_{2} F \\ -\Psi & A+\Psi-B_{k} C_{2}\end{array}\right]\right) \neq 0$ and condition (iv) of Theorem 5.4. It is worth mentioning that there may be more than one controller which solves this problem, as pointed out in Remark 5.2.

## 6 Illustrative example

Consider the uncertain system in Fig. 1, where the plant $G(s)$ is described by

$$
\left[\begin{array}{l}
z(t) \\
y(t)
\end{array}\right]=\left[\begin{array}{ccc|cc:c}
-1 & 0 & 0 & -1 & 0 & 0 \\
1 & -1 & 1 & 0 & 1 & 0 \\
0 & 1 & -1 & 0 & 1 & 1 \\
\hline-1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 1 & 0 \\
\hdashline 1 & -1 & 0 & -1 & 0 & 0 \\
0 & 1 & 1 & 1 & 2 & 0
\end{array}\right]\left[\begin{array}{l}
w(t) \\
u(t)
\end{array}\right]
$$

It can be easily seen that the assumptions of Theorem 5.4 are fulfilled. It is also easy to check that for any $\alpha \geq 0$, the matrices $X=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & \alpha & \alpha \\ 0 & \alpha & \alpha\end{array}\right] \geq 0$ and $Y=0$ satisfy the conditions (i) to (iv) of Theorem 5.4 and $\sigma\left(A_{x}+R_{x} X\right)=$ $\{0,0,-2\}$. We also construct $F=-\left[\begin{array}{lll}1 & 2 \alpha & 2 \alpha\end{array}\right], L=$

$$
\begin{aligned}
& -\left[\begin{array}{cc}
1 & 0 \\
0.5 & 0.5 \\
0.5 & 0.5
\end{array}\right], \Psi=0, A_{c}=\left[\begin{array}{cc}
A+B_{2} F & -B_{2} F \\
0 & A+L C_{2}
\end{array}\right]= \\
& \begin{array}{l}
{\left[\begin{array}{ccc:ccc}
-1 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 1 & 0 & 0 & 0 \\
-1 & 1 & -2 \alpha & -2 \alpha & 1 & 2 \alpha \\
\hdashline 0 & 0 & 0 & 2 \alpha \\
\hdashline 0 & 0 & 0 & -2 & 1 & 0 \\
0 & 0 & 0 & -0.5 & -1 & 0.5 \\
\hdashline(s) \text { is given by } & 1 & -1.5
\end{array}\right] \text { and a controller }}
\end{array}
\end{aligned}
$$

$$
u(t)=\left[\begin{array}{ccc|cc}
-2 & 1 & 0 & 1 & 0 \\
0.5 & -1 & 0.5 & 0.5 & 0.5 \\
-1.5 & 1-2 \alpha & -1.5-2 \alpha & 0.5 & 0.5 \\
\hline-1 & -2 & -2 & 0 & 0
\end{array}\right] y(t)
$$

It is easy to verify that the modes of the closed-loop system matrix $A_{c}$ are $\{-2.618,-2,-1.5,-1,-0.382,-2 \alpha\}$ and $\operatorname{det}\left(A_{c}\right)=6 \alpha$. Furthermore, the modes $\sigma(A+$ $\left.L C_{2}\right)=\{-2.618,-1.5,-0.382\}$ are uncontrollable since $B_{c}=\left[\begin{array}{ll}B_{1}^{T} & 0\end{array}\right]^{T}$ and the mode $\lambda=-2$ is unobservable. Hence, the closed-loop poles are given by $\{-1,-2 \alpha\}$, the closed-loop transfer function matrix is given by $\mathcal{F}_{l}(G, K)(s)=\left[\begin{array}{cc}\frac{1}{s+1}+1 & 0 \\ 0 & \frac{2}{s+2 \alpha}+1\end{array}\right]$ and
$j\left[\mathcal{F}_{l}(G, K)(j \omega)-\mathcal{F}_{l}(G, K)(j \omega)^{*}\right]=\left[\begin{array}{cc}\frac{2 \omega}{\omega^{2}+1} & 0 \\ 0 & \frac{4 \omega}{4 \alpha^{2}+\omega^{2}}\end{array}\right]$.

Note that for all $\alpha>0, \operatorname{det}\left(A_{c}\right) \neq 0$ and therefore Theorem 5.4 states that $\mathcal{F}_{l}(G, K)$ is SNI and its associated linear fractional interconnection is internally stable. To verify this, note that none of the poles of $\mathcal{F}_{l}(G, K)$ and also none of the modes of $A_{c}$ are in $\{s \in \mathbb{C}: \Re(s) \geq 0\}$ and $j\left[\mathcal{F}_{l}(G, K)(j \omega)-\mathcal{F}_{l}(G, K)(j \omega)^{*}\right]>0$ for all $\omega>0$.

Moreover, for $\alpha=0, \operatorname{det}\left(A_{c}\right)=0$. Thus, $\mathcal{F}_{l}(G, K)=$ $\left[\begin{array}{cc}\frac{1}{s+1}+1 & 0 \\ 0 & \frac{2}{s}+1\end{array}\right]$ is clearly only NI with a pole at the origin. To verify this, note that
(i) the poles of $\mathcal{F}_{l}(G, K)$ are $\{-1,0\}$ none of which is in $\{s \in \mathbb{C}: \Re(s)>0\}$;
(ii) $j\left[\mathcal{F}_{l}(G, K)(j \omega)-\mathcal{F}_{l}(G, K)(j \omega)^{*}\right] \geq 0 \quad \forall \omega>0$;
(iii) there are no poles on $s=j \omega_{0}$ for $\omega_{0} \in(0, \infty)$;
(iv) $s=0$ is a pole of $\mathcal{F}_{l}(G, K)$ but $\lim _{s \rightarrow 0} s^{2} \mathcal{F}_{l}(G, K)(s)$ $=0 \geq 0$.

## 7 Conclusions

A set of necessary and sufficient conditions were established for the characterization of SNI systems with nonnecessarily minimal state-space realization, which we refer to as the SNI Lemma. This SNI lemma then allowed us to build on prior methods for SPR synthesis to develop an ARE based method for SNI controller synthesis. The proposed methodology involves the solution of two AREs and a coupling condition, but due to essential peculiarities only present in SNI controller synthesis, one of these AREs has a singular Hamiltonian. This critical solution may not be unique, as shown in the illustrative example; therefore, its construction can be numerically challenging. Although the sufficient conditions provided for SNI controller synthesis do not appear to be conservative, necessary conditions for SNI controller synthesis remain an open problem.
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