IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: ANALOG AND DIGITAL SIGNAL PROCESSING, VOL. 47, NO. 5, MAY 2000 467

[6] P.Vorenkamp and R. Roovers, “A 12-b, 60 Msample/s cascaded folding 2naloque arithmetic unl /0 il
and interpolating ADC,"IEEE J. Solid-State Circuitsvol. 32, pp. analogue inputs
18761886, Dec. 1997. ports  |e——m

[7] U. Fiedler and D. Seitzer, “A high-speed 8 bit A/D converter based on
a Gray-code multiple folding circuit/fEEE Trans. Solid-State Circuits

ALU 1 4}

vol. SC-14, pp. 547-551, June 1979. L instruction
[8] P. E. Pace, P. A. Ramamoorthy, and D. Styer, “A preprocessing archi- analoque bus t Nl code word
tecture for resolution enhancement in high-speed analog-to-digital con- f 3 t t t 3 t from
T I | T digital

verters,”|EEE Trans. Circuits Systvol. 41, pp. 373-379, June 1994.

[9] P. E. Pace, R. E. Leino, and D. Styer, “Use of the symmetrical number
system in resolving single-frequency undersampling ambiguitie&E
Trans. Signal Processingol. 45, pp. 1153-1160, May 1997.

controller

RECliIST|ERS|

analogue data storage cells

Fig. 1. The architecture of the .

data and instructions. The processor performs a sequence of iterative,

A CMOS General-Purpose Sampled-Data Analog algorithmic computations, which manipulate digital data according to
Processing Element the instruction-level program.
Yet, the instruction-level programmability can also be exploited in a
Piotr Dudek and Peter J. Hicks system with an analog data path. Such an analog processor has been de-

scribed in [9]. The architecture presented there was based on charge-do-
o _ _ _ main operations and the circuitry involved high-gain amplifiers, capac-
. AbStraICt—Th'S brief pfﬁ,sf]”,ts the afCE!teCthed?r_‘dl'mP'eme”tat'O” itors and analog switches. Alas, a discrete-components level of im-
of an analog processor, which in a way akin to a digital microprocessor, : i .
embodies a physical model of the universal Turing machine. The analog plementation exhibited rather poor performance, af‘d the idea seems
microprocessor (AuP) executes software programs, while nevertheless t0 have been abandoned. More .recently, the invention of the Cellular
operating on analog sampled data values. This enables the design ofNeural Network Universal Machine (CNN-UM) [10] has attracted a
mixed-mode systems which retain the speed/area/power advantages ofgreat deal of interest [11]. The CNN-UM is an instruction-level pro-
the analog signal processing paradigm, while being fully programmable 43 mmaple analog computer. However, since the CNN-UM concept is
general-purpose systems. A proof-of-concept integrated circuit has been b d if tivit del lul d algorith
implemented in 0.844m CMOS technology, using switched-current Qa@S€0 0N & SpeCific conneclivity mode (cellular array) an L algorithms
techniques. Experimental results from fabricated chips are presented and (CNN transients with programmable templates) the architecture and
examples of the application of the AuP’s in image processing are given.  the instruction set of the CNN-UM differ from that of a digital micro-
Index Terms—Programmable analog circuits, switched-current circuits, process_or. This can be t_)enenc'al In some Cases_’ but sometimes a more
VLSI processor arrays. conventional programming model would be desirable.
In this paper we describe the analog microprocesspP)Awhich
has an architecture similar to a simple general-purpose digital micro-

. INTRODUCTION processor, and as such provides a platform for the execution of conven-

Analog signal processing circuits can offer advantages over thignal “digital” algorithms. However, since the processing is performed
digital counterparts in terms of speed, power dissipation, and af8ghe analog domain, the,#> can achieve savings in terms of silicon
consumed by the circuitry [1]. The desire to make these advantagéga and power dissipation, as compared with digital processors.
more accessible to the system designer has resulted in interestingh€ remainder of this paper is organized as follows. Section II
developments in the area of general-purpose analog circuits; fatroduces the architecture of theuR and Section Il describes the
example, analog processors [2], [3] and field-programmable ana|§,\gitched-current (SI) implementation of the.R. Section IV discusses
arrays (FPAAs) [4]. These devices operate either in continuous tirfflé€ issues involving the accuracy of processing, Section V presents
or in sampled-data mode [5]—{7], but their programmability is baseperimental results obtained from the test chip, and Section VI
on a similar principle. An array of basic configurable cells is providegoncludes the paper.
and the functionality of the system is determined by establishing a
signal path within the device. In other words, the processing algorithm Il. ANALOG MICROPROCESSORARCHITECTURE

is implemented irhardware The block diagram of the generici# architecture is presented in

However, as compared with reconfigurable circuits, digital Slgn‘i’q—Jig. 1. The A«P consists of a register file (each register is an analog

processors, or microprocessors, offer far greater flexibility. They can . . ;
. . - emory cell, capable of storing a sample of data), an analog arithmetic
be relatively easily programmed to perform diverse and complex tasgs

. . - . . gic unit (ALU), and an analog I/O port. All the building blocks are
T.hls s_tems from the unlyersal Tur_lng machine paradigm [8]. The funfﬁterconnected via an analog data bus. The processing of information
tionality of the system is determined lspftware A stored-program

computer comprises a microprocessor consisting of a register file isryl)erformed entirely on analog values; however, thé>Aoperates in
P P P 9 9 ' @crete time and executes a software program, performing consecu-

execution unitand a control unit, and the external memory for hOId"E%e instructions issued by a digital controller. These instructions may

include register transfer operations, which move the analog samples
Manuscript received August 1999; revised January 2000. This work was s@f-data between registers of the:R, 1/O operations, which move the
ported by The Batory Foundation and UMIST. This paper was recommendgdta to and from 1/O ports, arithmetic operations (addition, subtraction,
byT'T]SesgL?tiﬁgisEadrictaov:/imtIT::;Znsgﬁir;.ent of Electrical and Electronic En ineerinmumplication’ division), which modify the analog data, and compar-
University of Manchester Instirt)ute of Science and Technology (UMISgl'), Malﬂ—gon Operatlons’ which allow for conditional branchl_ng._The er’gram
chester M60 1QD U.K. is stored in the local memory of the controller, which is considered

Publisher Item Identifier S 1057-7130(00)04202-6. here as an external, purely digital device. The complete processor is
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registers

Fig. 2. Conceptual diagram of a simple switched-curremPA

therefore a mixed-mode system, with an analog data path and a digitalle corresponding to the drain current, as described by the satura-
control path, which embodies a physical model of the universal Turitign-region equation
machine.
Inpp —ia =Iosa = Ka(Veea — V2)% (2
Ill. SI IMPLEMENTATION

If the switch¥¥4 is now opened, a quantity of charge will be stored at
he gate capacitance of the transistdr , and the gate-source voltage

4 will hold its value (disregarding any error effects). By default,
witches revert to the open position after an instruction has been
\cuted. For correct operation, it is also necessary to ensure that

-switches always open befofeswitches.

For subsequent reading from the register, the swighwill be
U6sed W4 will remain open) and the drain current 81,4 will be
St by the gate-source voltadg; 4 (it is assumed that the memory
transistors are in saturation when their correspondirgyitches are
closed), so the stored current can be read out.

We implement the AP utilizing Sl techniques [12]. Sl circuits have
become a feasible alternative to switched-capacitor (SC) circuits
the implementations of analog sampled-data systems. They can be ﬁss
alized in the standard digital CMOS process technology, and therefqr
are particularly suited for the design of mixed-mode systems. SImR
structures of Sl cells result in area- and power-efficienPAmplemen-
tations while offering adequate speed and accuracy to satisfy a wi
range of applications. Moreover, using current-mode arithmetic CIrCUI'[
greatly simplifies the design of the ALU.

A. The Register File

The schematic diagram of a simplified«R is presented in Fig. 2. B- Analog ALU
The depicted register file comprises four registers (A-D), each of The analog ALU is required to provide the basic arithmetic oper-
which is a basic SI memory cell [12] consisting of a memory transistattions of addition, subtraction, and multiplication/division. However,
Mx (X = A,B.C.,D), a current source, and two switch®x  subtraction can be achieved by an inversion followed by an addition,
and S . Consider a simple register-transfer operation, which can béd as can be seen from (1), the inversion is inherent in the basic
denoted a®A — B. To execute this instruction the switch8S4, 54  current-transfer operation. Moreover, the addition operation in a cur-
andSg are closed, the remaining ones are open. Therefore, the oréyit-mode system is performed on the analog bus with no area over-
nonzero currents entering the analog bus node will be the cutgent head, using current summation. For example, to execute instruction
which is the current read out from the registerand the currents, D — B 4+ C, the switchesV,,, Sy, Sy andS¢: are closed, the re-
which is being written to the registet. Of course, it is also true that maining ones are open, and the current stored in regixisrequal to

t4 = —iB. (€N inp=—(is+ic). (3)

Therefore, only a multiplier/divider needs to be physically im-
The current 4 is stored in the registet following a basic S| memory plemented. Four-quadrant multipliers have been described in the
cell operation. SincéV 4 is closed, the transistal/4 is diode-con- literature [13], however we implement only a digitally controlled
nected and therefore its gate-source voltiiges will set itself to the multiplier/divider, as illustrated in Fig. 2. The multiplier is constructed
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TABLE |
AN EXAMPLE PROGRAM. HIGH-LEVEL DESCRIPTIONIS COMPILED TO OBTAIN A MACHINE-LEVEL CODE. THE BIT VALUES “0” IN THE
INSTRUCTION CODE WORD CORRESPOND TO THEAPPROPRIATESWITCH OPENED, THE VALUES “1” D ENOTE CLOSED SWITCHES

high-level instruction Instruction code word ICW) current
program mnemonic  §;o Wa Sa We S8 Wc Sc Wp Sp W Smi Sm2 SMa WiE transfers
main () { A«IN 11100000O0O0O0O0O0DO ia=—IiNn
VarA = inport(IN); / M«A 00100000011000 iM=—1Ia
VarB = 0.75 * VarA; { BeM(a+4) 0 0 0 1 1 0 0 0 0 00 110 ip = —(YV2+Y4)in=0.75 ip
VarC = VarA - VarB,—p, DA 001000O0OT1100000O0 ip=—1a
} C<B+D 0000111010000 0 j-=—(ptip=ia—ip

as a set of current-mirrors, with transistavfy, M2, and M4 andVarC are assigned to the registets B andC' of the processor.
scaled in a geometric series with base 2This is enough to realize We will now follow the execution of this program on the analog micro-
the multiplication of an analog value by a digital constant. The curreptocessor.

iy is stored in the multiplier, just like in another register, by closing On the first instructionA < IN, the switchesSa, W4, and Sio

switchesiW,; and.Syr 1. We get are closed, and the remaining ones are open. Therefore, the current
ia = —in is stored in the registed. The second instruction in
Lyeany = Inpr — ing = Kar(Vee s — Va)* (4) our exampleM «— A is the first cycle of a multiplication operation.
The switchesS a4, Sai, and Wy, are closed, the remaining ones
The current read out from the multipli€r, depends on the multipli- '€ open, and current; = —i, is stored in the multiplier. The
cation factork. This is a binary word which selects the appropriatélird instructionB — M(1/2 +1/4) completes the multiplication.
mirrors using switche§s1, Sar2, andSar Now switchesWg, Sg, Sum2 and Sy4 are closed. By selecting the

multiplier mirrors with the weights ofl/2 and 1/4 the required
) multiplication factor is achieved and the result of the multiplication is
stored in the registeB; thus,iz = 0.75 - i 4. Finally, the subtraction.

. S . We need to use the registér for temporary storage. On the fourth
The comparison operation is, in principle, also performed with no are

head. If t st tout ted to th fstruction D A, the switched¥Vp, Sp, and S4 are closed, and
overnead. It two or more register outputs are connected 1o the angiRg ., o js transferred from to ip, with sign inversion. On the
bus, which is kept in a high impedance state, then the bus node will & i . ) .
h dto a“hiah” volt level or disch 410 2 “low” volt | iith instruction C — B + D, switchesW¢, S¢, Sg, and Sp are
chargedloa ‘highvoltage levelor discharged to a low’ VOage Ievely o oy currentss andip are summed on the analog bus, and
depending on the sign of the total current. To sense the logic val

X Iti in th i husic = i4 — in. Thi
a simple CMOS buffer can be used. The output voltage of the bu ere result is remembered in the registérthusic = i — is 'S

i . . ; ) completes the execution of the program. The sequence of ICW's
Vewr provides the controller with the comparison result, allowing 1ol e the way the samples of data are transferred and manipulated
a conditional execution of subsequent instructions.

. . : . ithin th llowi h li impl i f th
The ALU is also capable of Boolean logic operations, if needed. éNlt In the processor allowing the software implementation of the

. . L : required processing algorithm.
representing logic values by current levels, and combining arlthmetlcq P gadg

and comparison operations, logic operationaxib, OR, andNOT can

i =k Inpr — k- Ky (Vesr = Vi)? = ki

be realized. IV. Accuracy
An input/output (I/0) port is simply realized by an analog switch Animportantissue with analog circuits is the accuracy of processing.
Sio, which connects the port node to the analog bus. Apart from noise, the major error sources in Sl circuits are charge in-

All current sources and analog switches can be implemented usjegtion effects in analog switches [14], voltage coupling through the
CMOS transistors. In practice, basic Sl circuits can be replaced byate-source capacitance of transistors, and the finite output conduc-
more elaborate design, however the principle of the operation will reance of the transistor. The errors in SI memory cells will cause the
main the same. ApP instructions to be performed with a limited accuracy. Consider the
transfer instructiomA «— B. In the nonideal case, the current transfer
is performed with an error, which consists of a systematicpait z ),

Al of the switches within the AP are operated in response to logicand a random noisa x (x). The systematic error can be split into the
level voltages set by a digital controller. The complete set of these vatignal-independent patsr and the signal-dependent pastp (i)
ages, controlling all switches, forms the instruction-code word (ICW).
The sequence of the ICW’s issued by the controller constitutes a ma-
chine-level software program.

To illustrate the algorithmic operation of theuR, let's consider
the following example. As a part of a certain signal processing algo-
rithm, the input value has to be stored in variabler 4, then multi- . )
plied by 0.75 and stored in variabl&ar B, and then the two variables A. Signal-Dependent Error Cancellation
should be subtracted, and the result stored in the third vanahbi€'. Many methods have been proposed to reduce the error effects in Si
The high-level description of the program, in the C-language notatiacircuits [12], and circuits with 11-bit equivalent accuracy have been re-
together with the resulting machine-level code, ICW'’s, and currepbrted [15]. However, the more sophisticated methods of error compen-
transfer equations are presented in Table I. (Program compilation veasion in Sl cells require more complex circuitry, and therefore, the de-
done in this case manually; however, a high-level programming frarrsagn of an A«P will involve tradeoffs between accuracy, speed, area and
work and a suitable compiler are under development). The machip@wer. These tradeoffs need to be resolved taking into account applica-
level program contains five instructions. The variablés 4, VarB  tion needs. A particularly good compromise between cell area, power

C. Program Execution

ia=—ip+As(ip)+ An(*) (6)
Ag(ip) = Asi + Asp(ip). (7)
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TABLE 1l

current transfers showing

operation instructions - A
signal-independent error

Addition D« A+B ip=—(ia+ip) + Ag
C=A+B CeD ic=—ip+Agi=ist+ip
Subtraction D« A ip=—is+Ag
C=A-B C < B+D ic=—(ipHipHAgi = is—ip
Multiplication M « A iv=—ip + Ag
Ai=kXA AeMEK  iy=—kivtAg=kiaH1-K)Ag
Multiplication B« A ip=—ip+Ag
(complete As; M«B im=—ig+Ag1 = ip
cancellation ) B « M(k) ip'= —k iytAg = —k ia+Ag
A=kxA A<B ix'=—ip’+Ag =K ia

dissipation and accuracy can be achieved using theeghnique [16].

This technique uses a form of double sampling to compensate for the
clock feedthrough errors, and at the same time provides an almost con-
stant bus voltage at the end of the write phase, thereby reducing oufg@t3. Chip microphotograph. Shown in a box s a single processor employing
conductance errors. The circuitry achieves very good overall reductijf, S! error cancellation scheme. To simplify routing of control signals to

fthe si -d d f1h 7 . ious types of processors, the layout of each processor is distributed within
0_ t e signal-dependent part of t e_ error at a minimum cost, in terms,gl 5 pm x 70pm area, which also includes some additional test structures.
silicon area and power consumption.

However, for the 3l processor, the effective area occupied by the circuitry and
routing is equal to 11209 m?

B. Signal-Independent Error Cancellation

A signal-independent error cancellation can be easily achieved by
appropriate sequencing of the instructions. For example, consider th:
simple variable assignment operatiovar A = Var B. The basic
transfer instruction of the AP performs an inversion, so the assign-
ment will be performed in two steps, using an auxiliary register
First transferC — A, followed by B + C. Now, assume that each
transfer instruction is performed with an identical signal-independent— 5
error Ag; (assuming an ideal signal-dependent error cancellation anclé
neglecting noise and errors arising from device mismatches). For the 5
first transfer, we get

A

OUT A
Mc-A
OoUTM
BM(.75)
OUTB
DA
OouUTD
CB+D
OouT C

ic = —ia+ Ast (8)

output current Io

and as a result of the second transfer, we get

in=—lc+Ast =ia— Ast+ Ast =i 4. 9)

The errors cancel out and an assignment operation that is free of signa -10
independent errors is achieved. Similarly, as shown in Table II, addition
and subtraction performed in two instructions achieve complete canng. 4. Example program running on theuR The operations being
lation of the signal-independent error, whereas the multiplication pgferformed are denoted above the output waveform. The result of each
formed in two cycles achieves only partial reduction of the signal-indesnsecutive operation was fed to the output port and observed on the digitizing
pendent error, and for complete signal-independent error cancellatig$filloscope after I/U conversion.
it requires four instructions. However, on many occasions, the accuracy
of two-instruction multiplication might be sufficient. Moreover, somespeed, power dissipation, and accuracy also need to be resolved. Our
optimization of the code is possible, to reduce the number of instrioiplementation, apart from providing the proof-of-concept of thhdPA
tions for a given number of operations. Therefore, it can be assumat;hitecture, serves as a prototype in the development of a processor
that a typical assignment/arithmetic operation takes two instruction gray, intended for low-level image processing [17]. Analog solutions
cles on the AP. are efficient in performing various early-vision tasks [18], but even the
programmable ones [19]-[21] lack the flexibility of digital processors.
On the other hand, massively parallel SIMD (Single Instruction Mul-
. tiple Data) arrays of mesh-connected digital processing elements have
A. Test Chip long been known to be efficient in executing a wide range of early-vi-
Various architectural choices need to be made in designing a psien algorithms [22], [23]. The area-efficient implementation of a pro-
ticular implementation of the AP. These include the number of reg-cessing element is of primary importance, as it enables the integration
isters, the type of arithmetic operations performed by the ALU (faf thousands of processors onto a single die, and thereby fully exploit
instance, a complete four-quadrant analog multiplier could be implie inherent fine-grain parallelism of early-vision tasks by realizing
mented or the logarithm operation could be considered), the instryixel-per-processor correspondence [24]. Also, the power consump-
tion set, /O interface, etc. The design tradeoffs between processor atiea, must be kept within certain limits. On the other hand, the mod-

500mv/div Ims/div

V. EXPERIMENTAL RESULTS
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TABLE Il
PERFORMANCHAREA AND PERFORMANCHPOWER RATIOS FORVARIOUS PROCESSORS AND THEA P
Processor Ret. MOPS GOPS Processor type Technical data from which figures are derived
mm’ W Jtechnology
2 ane e oqq B
ApP _ 110 12.5  S'Tanalogue microprocessor Area 11200pm’ (AUP with 6 analogue registers), power
(0.8um CMOS) 100uW, speed 1.25 MOPS for two-cycle analogue
arithmetic operations
CNN-UM 129] 81.8 4,37  Single cell from the CNN-UM array Area 232x263.5um>, power 0.3W per 262 cells, peak
with grey-scale 1/0 performance 200ns per CNN-transient operation
(0.8um CMOS)
Pixel-Parallel  [24] 64.1 9.34  Bit-serial PE from a massively Area 10661.76 pm” (PE with 128-bits storage), power
parallel SIMD processor array 0.3W per 64x64 processors chip, performance
(0.6um CMOS) 2.8GOPS/chip for 8-bit additions.
IMAP [27] 36.3 3.67  8-bit PE from a processor-in- Area 419x26281m” (PE with 17 registers), power 0.7W per
memory SIMD array 64 PE’s, performance 40MIPS/processor (for 8-bit
{0.55um BiCMOS) instructions)
DEC Alpha [28] 1.72 0.013  High-performance 64-bit & floating Area 16.8x13.9mm?, power 30W, performance 0.4GOPS.
21064 point RISC microprocessor. These figures describe the complete chip, i.e. include
(0.7um CMOS) floating point unit, control unit, /O, etc.

processors operating at speeds from 70 kHz to 4 MHz. Below we re-
1 port the measurement results for one of ows, built using the 8
0.8 1 error-compensation technique. The processor has six registers and a
3-bit multiplier. The nominal reference current level is equal ta:20
06 1 Fig. 4 shows the output of the example program, considered in Sec-
] tion 111, running on this A«P. The result of each instruction is fed to the
output port and the output currents are observed on the oscilloscope
after a current—voltage conversion. Note the signal-independent error
cancellation. It is apparent that even with a fairly significant signal-in-
dependent error of approximately Q.8 (visible on negative currents)
] there is relatively little overall error in the results of arithmetic opera-
0o — """ tions (positive currents). For illustration purposes, in order to obtain
-10 -5 0 5 10 clear waveforms without settling oscillations of the I/U converter used,
current stored in register, ix [LA] the clock frequency was reduced to 1 kHz. However, the processor
works satisfactorily with a clock frequency of up to 2.5 MHz. The total
Brower dissipation within the processor is less than A9 (To re-
duce power consumption only current sources that are required by a
particular instruction are enabled). The effective area occupied by the
erate accuracy, equivalent to 5 or 6 bits, is adequate for the majority@spcessor is equal to 11 2Q0n”. As the typical assignment or arith-
low-level image processing tasks. Our analysis of various image pfoetic operation will take two clock cycles, the performance/area ratio
cessing algorithms, including convolution, smoothing, edge detectidfl this processor is equal to 0.11 giga operations per second (GOPS)
segmentation, median filtering, motion detection, etc., shows that u@r square millimeter. The performance/power ratio is equal to 12.5
ally only multiplication by a constant is required, and even a multipli€g OPS/W.
resolution of 3 to 4 bits can be sufficient. Six to eight registers are alsoln Table 111, these figures of merit are compared with ones derived
thought to be sufficient. for digital processing elements of SIMD arrays [24], [27], a RISC mi-

To allow the evaluation of different design tradeoffs, we have déroprocessor [28], and a CNN-UM [29]. Comparing “operations per
signed and fabricated an integrated circuit containing 1®#using Ssecond” for different architectures can be difficult as, for example, the
various error-cancellation methods and different transistor sizes. ThE§&C microprocessor is obviously a much more complex and versatile
include a processor with no compensation, processors with half-sggvice than the AP. Nevertheless, simple digital processing elements
dummy devices [25], processors with regulated-cascode output staiiégnded for massively parallel SIMD arrays provide similar levels of
[26], processors with an op-amp feedback loop [12], and processBigctionality to the AP (i.e., small number of registers, simple ALU,
utilizing the $1 technique. The silicon area occupied by a basic regff-chip controller). The implementation of the CNN-UM chosen for
ister cell varies therefore from7 pm x 39 um to 34 um x 57 pm. comparison supports analog I/O. (Most other implementations perform
The chips were fabricated through EUROPRACTICE using the sta@fly transformations of binary arrays). To facilitate a fair comparison,
dard 0.8xm CMOS process from AMS. The chip microphotograpl§létails of how the performance/area and performance/power figures
is presented in Fig. 3. The & circuits operate with a 3.3-V power Were derived are given in Table Ill. As can be seen, th@® &Aompares
supply voltage and were tested, performing various algorithms, usiigite favorably with other approaches. It has to be recognized, how-
a laboratory data generator as an external controller. ever, that the AP has the drawback of a limited accuracy.

The error measured for a register transfer instruction, for thpr®-
cessor, is plotted as a function of signal value in Fig. 5. The magnitude
of the signal-dependent errd¥sp, is equal to 250 nA, that is 2.5% of

For different processor designs, we have obtained magnitudes of the maximum signal level of 10A. Random errors associated with a
signal-dependent error of a single instruction from 0.2% to 3.5%, witlingle transfer\ x-(x) were measured to be equal to 40-nA rms, that

0.4
[

error Ag(iy) [HA]

02 ]

Fig. 5. Error of the single transfer operation as a function of signal value f
the S ApP.

B. Measurements
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in Pixel[x-1,y-1]
in Pixel{x-1,vy]
in Pixel[x-1,y+1]
A+B+C

F

in Pixel[x+1l,y-1]}
in Pixel[x+1,y]
in Pixel[x+1,y+1]
A+B+C

F + D

B

F (B)

E

<-F + D

=
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in Pixel[x-1,y-1]
in Pixel[x,y-1]
in Pixel[x+1l,y-1]
A+B+C

F

in Pixel[x-1,y+1]
in Pixel[x,y+1]
in Pixel[x+1,y+1]
A+B+C

F + D

B

F (B)

A <-F + D
ENDIF

C <-

Fig. 6. Sobel edge-detection program for serial image processing on a single
ApP. The above program is performed for each pixel in the input image.

Fig. 7. (a) Aninput image. (b) Results of the ideal Sobel edge detection. (c)
Results obtained by the execution of the Sobel algorithm on ghie. A

A+ E

©

low-level image processing, are not very sensitive to the errors intro-
duced by the AP. As an example application, consider the edge-detec-
tion problem. A software for the AP, implementing the Sobel edge-de-
tection algorithm [30] has been written and executed on tHep®-
cessor. The program listing is presented as Fig. 6. Fig. 7(a) contains
a test image. The theoretical Sobel edge-detection result and the edge
map obtained by executing the algorithm on thePAare depicted in

Fig. 7(b) and (c), respectively. The pixel-wise difference of the edge
maps is equal to 9.64% (rms value). However, in the context of com-
puter vision, detecting the overall location of edges is more important
than having a low absolute error as compared with an “ideal” algorithm.

It can be seen that the locations of the edges are accurately detected by
the AuP. In this example, the image was processed serially on a single
processor clocked at 2.5 MHz. Pixel values were fed to the processor
using a D/A converter, and the result read out using an A/D converter.
The processing speed was therefore relatively low. However, small cell
size and low power dissipation are the key features that enable massive
parallelism. A very high performance system could be built by inte-
grating a large number of processors. An SIMD array of 1228

such A:uPs could be feasibly accommodated on a single die and, when
clocked at 2.5MHz, perform algorithms with a speed of above 20 GOPS
while dissipating less than 2 W of power. The parallel version of the
Sobel edge-detection program, intended for thAarray, contains 49
instructions. The edge detection would be performed over the entire
image within 20us.

VI. CONCLUSION

We have presented a general-purpose analog microprocessor whose
architecture is analogous to that of its digital counterpart. ThE Ax-
ecutes software programs while operating on analog data values. The
AP paradigm will find application in areas that can benefit from em-
ploying analog signal processing techniques, but where nevertheless
the flexibility of a software-programmable device is needed.

The operation of the AP is characterized by a limited accuracy.
However, the design tradeoffs may be resolved in various ways. For
example, an AP intended for general-purpose signal filtering applica-
tions could use Sl circuits of greater complexity, but much reduced er-
rors [15]. In our implementation, we have considered a processor array,
targeted at image processing applications. The high-performance/area
and performance/power ratios exhibited by the gPAwill allow for a
great number of processors to be integrated onto a single chip, resulting
in the development of low-cost high-performance systems.
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