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Abstract

For a wide range of airborne infectious diseases, transmission within the family or household is a key mechanism for the spread and persistence of infection. In general, household-based transmission is relatively strong but only involves a limited number of individuals in contact with each infectious person. In contrast, transmission outside the household can be characterised by many contacts but a lower probability of transmission. Here we develop a relatively simple dynamical model that captures these two transmission regimes. We compare the dynamics of such models for a range of household sizes, whilst constraining all models to have equal early growth rate so that all models fit to the same early incidence observations of an epidemic. Finally we consider the use of prophylactic vaccination, responsive vaccination, or antivirals to combat epidemic spread and focus on whether it is optimal to target controls at entire households or to treat individuals independently.

1 Introduction

Mathematical modelling is now seen as a key tool in planning for a range of epidemics [1,2] and such models can play an important role in determining an effective control policy [3,4]. Understanding emergent infectious diseases in humans is viewed with increasing importance. Our recent experience with the rapid spread of SARS [5], the perceived threat of bio-terrorism [6] and concerns over influenza pandemics [7] have all highlighted our vulnerability to (re)emerging infections. For all these examples, mathematical modelling has been used to develop an understanding of the relevant epidemiology, as well as to quantify the likely effects of different intervention strategies [2,8–11].

The basis of most epidemiological models is the compartmentalisation of individuals into a range of classes dependent on their infection history. As such the simple SIR (Susceptible–Infectious–Recovered) model, which ignores births and deaths, is amongst the most studied [12,13]. Despite its simplicity, this model is generally quite effective at describing the dynamics of a range of infections in many populations [14]. The model is specified by the parameter $R_0$, together with initial conditions and the natural time-scale of the infection. These quantities then uniquely determine early growth, peak location and final size of the epidemic.
While such simplicity has its advantages, it precludes capturing the full complexity of population heterogeneities and targeted intervention strategies, both of which have important implications in preparation for potential influenza pandemics or bioterrorism. Faced with these very real threats to human health it is natural to construct parameter-rich simulation models, which aim to capture the full complexity of pathogen transmission and human interaction. While such models have been highly successful [9–11] and are a key requisite for control planning [1, 15, 16], their inherent complexity precludes an intuitive understanding of the wealth of interacting component parameters and variables. A complementary approach, and one adopted here, is to make more modest extensions of the \textit{SIR} model that focus on specific aspects of the complex problem whilst maintaining a relatively small parameter set and deterministic equations.

Here we focus on the transmission dynamics within and between households, essentially constructing a metapopulation model [17], in which contacts that can lead to disease transmission within households are considered to be much stronger than those that can lead to transmission between [18, 19].

There has been much recent interest in household modelling [11, 20, 21]. Formal models dealing with \textit{SIS}-type dynamics in household-structured populations have appeared in [22–24], and for \textit{SIR}- and \textit{SEIR}-type dynamics in [25–27]. Recent work linking more formal results on household models with applied questions, making use of different modelling techniques from ours, has also recently appeared [28, 29].

The present work is unique in presenting analysis of a simple ODE model for transmission of disease that is suited to the analysis of both threshold behaviour and interventions that are affected by transient features of the system. We pay particular attention to robustness of assumptions under reparameterisation of the model, and also consider from the start the need to fit model parameters dynamically to available epidemiological data. In addition to this, we are able to derive analytic expressions for small households that support the robustness of many of our conclusions across the full range of parameter values.

Our model consists of a (relatively) large but simply described set of differential equations, where the stochastic nature of transmission is captured by modelling all possible household configurations. These household models are parameterised to fit a fixed early growth rate, replicating the fitting procedure that would occur from early epidemic data. Finally, we consider control by prophylactic vaccination, responsive vaccination or antiviral treatment [11, 30] and focus on whether such control should be targeted towards entire households or individuals.

2 ‘Household gas’ models

Although the \textit{SIR} model is well known and its dynamics have already been studied in considerable detail [12, 13], we define it here both for completeness and to introduce the basic parameters. We consider a closed population, without births or deaths, and adopt a frequentist approach, meaning that \( S, I \) and \( R \) are the proportion of the population that are susceptible, infectious and recovered.
respectively. The deterministic dynamics of the model are

\[
\begin{align*}
\frac{dS}{dt} &= -\beta SI, \\
\frac{dI}{dt} &= \beta SI - \gamma I, \\
\frac{dR}{dt} &= \gamma I
\end{align*}
\] (2.1)

where \( \beta \) is the transmission rate and \( \gamma \) is the recovery rate. For this model two key parameters are the basic reproductive ratio, \( R_0 \), and the early growth rate of infection in a naive population. \( R_0 \) is defined as the average number of secondary cases produced by a primary infection in a totally susceptible population, and for the simple SIR epidemic \( R_0 = \beta/\gamma \). We consider the early growth of infection to be given by:

\[
I(t) = I(0) \exp \left( (r_0 - 1) \gamma t \right).
\] (2.2)

This equation can be used to define the quantity \( r_0 \), which determines the rate of growth during the early stages of an epidemic. For a wide range of unstructured compartmental models (including the simple SIR epidemic) these two quantities \( r_0 \) and \( R_0 \) are identical. Indeed for the model presented in this paper, we find that they are monotonically related, and both equal one at the threshold required to control a disease. Nevertheless, we keep these two quantities separate as they differ numerically and in terms of ease of calculation in the model that follows.

We now consider a population grouped into households. Individuals retain their ‘random’ interaction with the entire population as captured by \( \beta \) in the simple SIR epidemic model, but suffer an additional force of infection at rate \( \tau \) per infectious member of their household. To assist in understanding the implications of household structure, we later make the simplifying assumption that all households contain exactly \( n \) individuals—although the methodology readily extends to heterogeneous household sizes. The proportion of households with \( x \) susceptible, \( y \) infectious and \( z \) recovered members is labelled \( H_{x,y,z} \), with \( \sum_{x,y,z} H_{x,y,z} = 1 \). We stress that \( x, y \) and \( z \) are integers referring to numbers of individuals. The proportions of susceptible, infectious and removed individuals in the entire population are then defined as:

\[
\begin{align*}
S := \bar{n}^{-1} \sum_{x,y,z} x H_{x,y,z}, \\
I := \bar{n}^{-1} \sum_{x,y,z} y H_{x,y,z}, \\
R := \bar{n}^{-1} \sum_{x,y,z} z H_{x,y,z}.
\end{align*}
\] (2.3)

where we have defined \( \bar{n} := \sum_{x,y,z} (x + y + z) H_{x,y,z} \). As mentioned above, for much of this paper we will consider scenarios where for a fixed value of \( n \), only households obeying \( x + y + z = n \) are present. The relationships in (2.3) allow an informative comparison between the household model and the traditional unstructured models.

The complete dynamics of household types can be determined by considering the rates of transmission between states, reflecting the changes in the number of susceptibles, infected or recovered individuals within households. Rates of change are due to three processes: recovery from infection; within-household transmission; and random transmission between individuals. These terms are grouped together in dynamics of the system as shown below

\[
\begin{align*}
\dot{H}_{x,y,z}(t) &= \gamma \left[ -y H_{x,y,z}(t) + (y + 1) H_{x,y+1,z-1}(t) \right] \\
&\quad + \tau \left[ -x y H_{x,y,z}(t) + (x + 1)(y - 1) H_{x+1,y-1,z}(t) \right] \\
&\quad + \beta I(t) \left[ -x H_{x,y,z}(t) + (x + 1) H_{x+1,y-1,z}(t) \right].
\end{align*}
\] (2.4)
where \( \tau \) is the within-household transmission rate. Here it should be clear that ‘impossible’ terms are omitted, e.g. for \( z = 0 \), the term in \( H_{x,y+1,z-1}(t) \) should be ignored. Using the summations for the aggregate proportions, the equations for SIR variables become:

\[
\begin{align*}
\frac{dS}{dt} &= -\beta SI - \frac{\tau}{n} \sum_{x,y,z} x y H_{x,y,z}(t), \\
\frac{dI}{dt} &= \beta SI - \gamma I + \frac{\tau}{n} \sum_{x,y,z} x y H_{x,y,z}(t), \\
\frac{dR}{dt} &= \gamma I,
\end{align*}
\tag{2.5}
\]

which clearly reduce to (2.1) when either \( \tau = 0 \) or if the household size \( n = 1 \). We note that, as for systems such as (2.1), the equations (2.5) represent the large population limit of a system where mixing outside the household, represented by the rate \( \beta \), is homogeneous.

### 2.1 Early dynamics

To study the early dynamics of our household model, we need to define two important distributions of household types. \( \hat{H}_{x,y,z} \) is given by the eigenvector associated with the dominant eigenvalue, \( \Lambda_1 = (r_0 - 1)\gamma \), of the system 2.4 linearised about the disease-free equilibrium. We consider the early period of an epidemic, during which the proportion of susceptibles is still close to 1. In a population of households of size \( n = x + y + z \), the household proportions during this phase of the epidemic are given by

\[
H_{x,y,z}(t) = \delta_{0,y}\delta_{0,z} + \hat{H}_{x,y,z}I(t), \quad \text{where } I(t) \sim e^{\Lambda_1 t}.
\tag{2.6}
\]

Throughout \( \delta_{x,y} \) is the Kronecker delta, which is one if \( x \) and \( y \) are identical and zero otherwise. Realistically, \( \hat{H}_{x,y,z} \) can only be determined numerically for \( n > 2 \), however when \( n = 2 \), so that all individuals are in households of size two, it is possible to calculate these terms analytically, giving

\[
r_0(n = 2) = \frac{\beta}{\gamma} + \frac{\beta + \tau}{2\gamma}\left[1 + \frac{4\beta\tau}{(\beta + \tau)^2}\right]^{1/2} - 1.
\tag{2.7}
\]

While in practise this expression can be derived simply from consideration of the dynamical equations for \( H_{1,1,0}(t) \) and \( I(t) \) during the early states of an epidemic, for completeness we provide the full distribution of households for this system in appendix A. Although \( r_0 \) cannot be found in general for \( n > 2 \), from first principles we find that when within household transmission is rapid \( (\tau \to \infty) \) we have \( r_0 \to n\beta/\gamma \), since a single introduction into a household leads instantly to \( n \) newly infectious individuals. This value therefore acts as an upper bound for the general case.

An additional distribution of households that is highly informative is the distribution of ‘final epidemic’ sizes within a singly infected, isolated household, which we call \( H^*_{x,z} \). Formally, this can be defined as

\[
H^*_{x,z} := \lim_{\beta \to 0, \tau \to \infty} \left[ H_{x,0,z}(t) \right],
\tag{2.8}
\]

where \( H_{x,y,z}(0) = \delta_{x,n-1}\delta_{y,1}\delta_{z,0} \).
By solving an appropriate Markov process, or via the approach of [31, 32], this distribution can be found analytically, so that for households of size 2

\[ H^*_{2,0} = 0, \quad H^*_{0,2} = \frac{\tau}{\gamma + \tau}, \quad H^*_{1,1} = \frac{\gamma}{\gamma + \tau}. \quad (2.9) \]

3 Parameter fitting

For the simple SIR epidemic of equation (2.1), assuming that the initial proportion of the population infected is sufficiently small to ignore, we have only two parameters: the recovery rate \( \gamma \) sets the basic time-scale of the dynamics, while \( R_0 = \beta/\gamma \) determines all other aspects, including the early epidemic growth rate, the final size of the epidemic and the levels of control required for eradication. It is generally assumed that \( \gamma \), or more precisely the average infectious period \( 1/\gamma \), can be estimated from detailed observations of infectious individuals. Therefore, for the simple SIR epidemic, the early growth rate of infected cases allows complete parameterisation of the model.

This is not the case for the household model where we have two free parameters, \( \beta \) and \( \tau \). We therefore consider three assumptions that lead to just one free parameter.

Throughout, we consider parameters consistent with influenza-like illness (as outlined in [2] and references therein). For all three assumptions, we consider \( r_0 \) to be observed, and assume in the numerical results that \( r_0 = 2 \). We then show how this impacts on the parameters \( \beta \) and \( \tau \).

3.1 Assumption 1: Fixed within-household transmission rate

The simplest assumption is that the within-household transmission rate \( \tau \) has been observed directly. Most often this is achieved by monitoring the number of secondary infections within a household that can be assumed to be relatively isolated from other sources of infection [33]. We fixed \( \tau \) by making the assumption that there is an 80% probability of infection being passed between two members of the same household, which leads to \( \tau = 4\gamma \).

The population-level transmission rate, \( \beta \), is then parameterised to achieve the desired growth parameter, \( r_0 \). For large household sizes \( (n \geq 3) \) this parameterisation must be achieved by calculating \( r_0 \) numerically from the eigenvalue approach, although for \( n = 2 \) analytical results are again possible:

\[ \beta(n = 2) = r_0\gamma\frac{\gamma r_0 + \tau}{(\gamma r_0 + 2\tau)}. \quad (3.1) \]

So, for the fixed parameters used \((r_0 = 2 \text{ and } \tau = 4\gamma)\) we find that \( \beta(n = 2) = 6\gamma/5 \).

3.2 Assumption 2: Fixed ratio of within-household to between-household transmission rates

A second approach is to fit both \( \tau \) and \( \beta \) so that their ratio remains constant. This assumption reflects the concept that we know how much greater transmission is within the household compared to between households. To maintain consistency with the above assumption when \( n = 2 \) we set \( \beta/\tau = 0.3 \), giving a household transmission rate more than 3 times the general transmission rate in the population.
3.3 Assumption 3: Fixed proportion of early infections happening within-households

The proportion of infections that happen within the household varies throughout the course of an epidemic, however it is a quantity that can be measured and would be ascertainable from the detailed contact tracing that is performed in the early stages of an epidemic. If $P$ is the proportion of infections that occur due to household-based transmission during the early stages of the epidemic then

$$\beta = (1 - P)\gamma_0, \quad \tau = \frac{\bar{n}\gamma_0 P}{\sum_{x,y,z} xy H_{x,y,z}}. \quad (3.2)$$

This expression is derived in appendix B from the early behaviour of the system. For consistency we set $P = 40\%$, which leads to the same $\beta$ and $\tau$ values when $n = 2$ as in the other assumptions.

4 Epidemic dynamics

We now use each fitting method in turn, together with numerical integrations of the household model (2.4), to investigate the implications of household structure for both the shape of the infection curves and summary statistics of the epidemic.

Figure 1 (top row) shows the changing prevalence of infection through the epidemic for ‘pure’ households of size $n$. All epidemics are constrained to have the same early growth by matching $r_0$, and we additionally fit the initial, very small, level of infection such that the early epidemic curves overlap. Given these tight constraints on the early growth, not surprisingly the ensuing epidemics are relatively similar. The second row of figure 1 highlights the differences by subtracting the simple SIR epidemic curve ($n = 1$) from the household-based results. We consistently find that adding household structure leads to a more sustained epidemic phase (density-dependent saturation is weaker) and a more rapid decline after the epidemic peak. We note that it is only for fitting assumption 2 that the changes are monotonic with respect to $n$; for the other assumptions the difference between the household and simple SIR epidemic models is maximised at intermediate $n$. The bottom two rows of figure 1 exemplify these changes, plotting the peak epidemic size and the total proportion of the population ever infectious (final epidemic size) for household sizes from 1 to 10. Clearly parameterisation assumption 2 admits the greatest epidemic changes as the household size varies. Finally, the central row of this figure gives the values of $\tau$ and $\beta$ that are used in the simulations and highlight the impact of the three assumptions.

5 Modelling control measures

In this section we consider modelling three possible control methods: prophylactic vaccination, responsive vaccination and distribution of antivirals. These methods operate in very different ways: prophylactic vaccination suppresses infection by reducing the initial number of available susceptibles in the population; responsive vaccination removes susceptibles at a certain rate during an epidemic; and antivirals are administered to infected individuals in order to reduce their subse-
quent transmission. For all of these control options a key issue is whether individuals or entire households should be the focus of intervention.

5.1 Prophylactic Vaccination

Prophylactic vaccination (before an epidemic begins) essentially changes the initial distribution of susceptible and immune individuals within households which is taken as the initial conditions for the epidemic. For a vaccination level of $p$ we examine two scenarios: firstly household vaccination, with initial conditions

$$H_{n,0,0}(0) = 1 - p , \quad H_{0,0,n}(0) = p ,$$

for households of size $n$ and secondly individual-level vaccination, with initial conditions

$$H_{n-z,0,0}(0) = \frac{n!}{(n-z)!z!} p^z (1 - p)^{n-z} .$$

This latter expression represents a fully random distribution of vaccine through the population, regardless of household structure. We note that both household and individual vaccination as described above are extreme cases, and that for realistic strategies the situation will be further complicated by additional units of population structure such as workplaces and social groups. Nevertheless, consideration of these two strategies will provide a useful intuitive insight into how to target interventions on the basis of population structure.

A considerable body of work exists on vaccination thresholds (recently [34] and also references therein) that deals with this issue at a high level of generality. We present here, for completeness, the standard method for obtaining thresholds for control in household-structured populations presented in these references. This more formal approach will give results compatible with our numerical results, which we obtain by finding intervention parameter thresholds at which $r_0$ falls below 1.

For the two scenarios under consideration it is simple to search numerically for the value of $p$ that generates a zero growth rate. However, a more analytically tractable approach is to consider the expected number of cases in a singly infected household (c.f. $H_{x,z}^*$ defined in (2.8)). We define $Z_\infty(x)$ to be the expected total number of cases in a household which initially has $x$ susceptibles and one infectious individual—note that the household size $n$ does not explicitly feature in this quantity, so

$$Z_\infty(x) = \sum_z z H_{x-z,z}^* .$$

For $x = 1, 2, 3$, an explicit formula for $Z_\infty$ is given by

$$Z_\infty(1) = 1 , \quad Z_\infty(2) = \frac{2\tau + \gamma}{\tau + \gamma} , \quad Z_\infty(3) = \frac{6\tau^3 + 13\tau^2\gamma + 6\tau\gamma^2 + \gamma^3}{(\tau + \gamma)^2(2\tau + \gamma)} .$$

We can now determine the household-level basic reproductive ratio, $R_*$, (defined as the average number of secondary households infected by a single infected household in a totally susceptible population) using the method of [27]. When considering uncontrolled epidemics or prophylactic vaccination $R_*$ is given by

$$R_* = \frac{\beta}{\gamma} \sum_{x,y,z} x H_{x,y,z}(0) Z_\infty(x)$$
This reproductive ratio clearly depends on the initial distribution of household types, \( H_{x,y,z}(0) \), as well as the expected number of external secondary cases generated, \( \beta/\gamma \). The critical eradication threshold then occurs when \( R_0 = 1 \).

For pairs (i.e. households of size two) this method can be checked against a still simpler, analytic approach from first principles, leading to a critical vaccination level of

\[
\text{pcrit}(n = 2) = \begin{cases} 
1 - \frac{\tau + \gamma}{2\tau} \left[ \left( 1 + \frac{2\gamma}{\sigma(\tau + \gamma)} \right)^{1/2} - 1 \right] & \text{for individual-based vaccination,} \\
1 - \frac{\gamma(\tau + 2\gamma)}{2\beta(3\tau + \gamma)} & \text{for household-based vaccination.} 
\end{cases}
\]

These analytic results are the same as those obtained numerically, for zero early growth rate, as shown in figure 2 for the three different fitting assumptions. These show a consistent threshold benefit to targeting individuals rather than households when vaccinating. This result is not surprising if one considers the number of strong within-household transmission links broken by a given vaccination strategy. When choosing to vaccinate a single individual, it is clearly optimal to immunise an individual in a large susceptible household as this individual is both most at risk of infection and also most able to transmit infection. Once such an individual has been vaccinated, this weakens the case for immunising the rest of the household, which then represents a smaller pool of susceptibles. We note that this result, readily obtained from our model, is consistent with the more formal results of [27, 35].

5.2 Responsive vaccination

For some diseases, vaccines are long-lasting and distributed well in advance of any outbreak, while for others vaccination would need to take place at the start of or during the epidemic. This leads to a situation where susceptibles are removed at a rate \( V(S) \) so that the simple SIR epidemic (2.1) becomes

\[
\begin{align*}
\frac{dS}{dt} &= -\beta SI - V(S) , \\
\frac{dI}{dt} &= \beta SI - \gamma I , \\
\frac{dR}{dt} &= \gamma I + V(S) .
\end{align*}
\]

While in practice \( V \) will be a function of \( S \) reflecting the increasing difficulty of successfully discovering and vaccinating susceptibles as the number of them reduces, we make the simplifying assumption that \( V(S) = v\Theta(S) \), where \( v \) is a constant and \( \Theta \) is the step function, leaving the rate of vaccination constant for all \( S > 0 \).

Only an infinite value for \( v \) makes complete control of the disease possible. Our focus of investigation is therefore on the final size of the epidemic as a function of \( v \), the results for which are shown in figure 2. For any household size, for sufficiently low values of \( v \) the final size will be close to that without vaccination, while for sufficiently high values of \( v \) the final size will approach the initial number of cases, \( I_0 \). On the first row of figure 2 we show the results for the system (5.7), which we label \( n = 1 \), for initial conditions \( I_0 = 10^{-3}, 10^{-6} \). The subsequent rows show the difference between different household sizes and the \( n = 1 \) system, given different targets for the vaccination.
We consider three such targets. The first of these is individual, where we randomly vaccinate individuals for vaccination at a rate $v$ in a way that recovers the form of (5.2) in the infinite $v$ limit. We also consider two household-based targets, which both recover the form of (5.1) in the infinite $v$ limit. These two methods differ, however, in the benefit attributed to rate of vaccination from household targeting, and are called the slow household and fast household methods respectively.

This gives us dynamics as below:

$$
\dot{H}_{x,y,z}(t) = \gamma \left[ -yH_{x,y,z}(t) + (y+1)H_{x,y+1,z-1}(t) \right]
+ \tau \left[ -xyH_{x,y,z}(t) + (x+1)(y-1)H_{x+1,y-1,z}(t) \right]
+ \beta I(t) \left[ -xH_{x,y,z}(t) + (x+1)H_{x+1,y-1,z}(t) \right]
+ \frac{v}{S(t)} \times \begin{cases} 
-xH_{x,y,z}(t) + (x+1)H_{x+1,y,z-1}(t) & \text{for individual,} \\
-(1 - \delta_{x,0})H_{x,y,z}(t) + \delta_{x,0} \sum_{\xi} H_{x,y,z-\xi}(t) & \text{for slow household,} \\
(x + y + z) \left[ -(1 - \delta_{x,0})H_{x,y,z}(t) + \delta_{x,0} \sum_{\xi} H_{x,y,z-\xi}(t) \right] & \text{for fast household.} 
\end{cases}
$$

(5.8)

We note that both individual and slow household vaccination preserve the relation $\dot{S}(t) = \ldots - v$, however for the fast household we assume that there is maximal benefit in terms of rate from targeting households, i.e. that all household sizes can be vaccinated at the same rate. While this is clearly an extreme case, there will be some scenarios in which there is a rate benefit from targeting households that will lie somewhere between the fast and slow household cases.

The results for these intervention methods are displayed in the bottom two rows of figure 3, where it can be seen that the main benefits from adopting any strategy lie in the intermediate values of $v$. The fast household is always preferable to individual targeting, which is in turn always preferable to the slow household. This means that in terms of mitigation of the overall effects of an epidemic (measured by the total number infected) if there is any benefit in terms of the rate at which vaccine can be distributed when households are targeted then calculations of optimum vaccination strategy for pre-epidemic vaccination thresholds cannot simply be extrapolated to the dynamic case.

### 5.3 Anti-viral treatment

Anti-viral drugs can be used both as short-term prophylaxis (to prevent infection) and as treatment [11, 30]. To model the former requires the addition of extra compartments, since protection offered is temporary and does not lead to immunity. Such additional complexity is outside the scope of the current model; we ignore the effect of anti-viral drugs on susceptible individuals, and concentrate on their role in the treatment of disease. We assume that the only effect from antiviral drugs is to cause infectious individuals to recover. We therefore make an optimistic assumption about the speed with which antivirals work, but a pessimistic assumption regarding their impact on susceptibles. At the household level these assumptions are largely irrelevant since the removal of infected individuals halts within-household transmission.

We call the rate at which infectious individuals are detected the antiviral rate. After detection, anti-viral drugs are given either to the individual, in which case we write $\alpha$ for the antiviral rate, or to the entire household, when we write $a$ for the antiviral rate. When antivirals are given to
individuals, then $\alpha$ basically acts to increase the effective recovery rate ($\gamma$ is replaced by $\gamma + \alpha$); however for treatment of entire households the dynamics are more complex, leading to extra terms in the dynamics, so that

$$
\dot{H}_{x,y,z}(t) = (\gamma + \alpha) \left[ -yH_{x,y,z}(t) + (y + 1)H_{x,y+1,z-1}(t) \right]
+ \tau \left[ -xyH_{x,y,z}(t) + (x + 1)(y - 1)H_{x+1,y-1,z}(t) \right]
+ \beta I(t) \left[ -xH_{x,y,z}(t) + (x + 1)H_{x+1,y-1,z}(t) \right]
- ayH_{x,y,z}(t) + \delta_0 \sum_{y'} ay'H_{x,y',z-y'}(t),
$$

(5.9)

We define the critical value of an antiviral rate to be the value at which it leads to an $r_0$ value of 1. This critical value will clearly be lower for household-based intervention, as detection time is effectively decreased for individuals in households with multiple infections. We note that in all our results, we set either $\alpha$ or $\alpha$ to be zero and consider the effect of the other in isolation for simplicity.

Again it is possible to produce exact results for households of size $n = 2$. For individual based treatment where households consist of pairs, the critical detection rate is:

$$
\alpha_{crit}(n = 2) = \gamma(r_0 - 1).
$$

(5.10)

Analytic results for household targeting at $n = 2$ and individual targeting at $n = 3$ are given in Appendix C. Although these are too complex to provide an intuitive understanding, they do confirm the numerical results, and demonstrate that they are qualitatively robust under reparameterisation of the model.

Clearly, household targeting of antiviral treatment decreases the rate at which cases must be detected, however at the same time it introduces a wastage of drugs on individuals who are not infected at the time the drugs are administered. While the short-term prophylactic effect that this treatment confers will be of some benefit, it is still reasonable to assume that there will be a practical trade-off between the desire to administer drug treatment quickly and the desire to treat the sick. We define two quantities that capture the relevant features of household-based intervention. The first of these we call the household-based rate benefit, $\phi$, which quantifies the benefits of household targeting in terms of the relative decrease of the critical rates necessary to control the epidemic.

$$
\phi(n) := \frac{\alpha_{crit}(n) - \alpha_{crit}(n)}{\alpha_{crit}(n)},
$$

(5.11)

where as above we write $\alpha$ for the individual-targeted antiviral rate and $\alpha$ for the household-targeted antiviral rate. The second quantity we consider is the rate at which antiviral drugs are distributed to non-infectious individuals, $w$. This will be given in general by

$$
w(t) := a \sum_{x,y,z} (x + z)yH_{x,y,z}(t).
$$

(5.12)

During the early phase of a disease outbreak that is successfully controlled by household-targeted antiviral treatment at the critical rate, a normalised constant can be defined, which we call the Household-based wastage rate, given by

$$
W := \frac{w(t)}{\alpha_{crit}n^2I(t)} = \frac{1}{n^2} \sum_{x,y,z} (x + z)y\dot{H}_{x,y,z}.
$$

(5.13)
Both of these quantities are normalised to obey $\phi = W = 0$ for populations without household structure and to lie in the range $[0, 1)$ in general. For our parameter choices, the relationship between these quantities is shown in figure 4. These graphs show that it is typically not possible to increase the rate benefit without adversely affecting the wastage rate. In addition, the effects of household-based intervention are significantly worse in both senses for our third fitting assumption, which happens due to the relatively low level of within-household transmission under that assumption as the household size grows. This leads to a situation where infectious individuals are more evenly distributed throughout households making it more likely that antivirals will be wasted if a household is targeted.

6 Discussion

In this paper, we have developed a relatively simple model for the transmission of an infectious agent through a population of well mixed households. To make a fair comparison as household size is varied, we fix the early epidemic growth rate—essentially all models would agree with the case-report data gathered during the first few generations of an epidemic. We feel that this agreement is vital if we are to compare models reliably. However, even with this constraint there is still a free parameter and three different assumptions are utilised depending upon the type of information that is likely to be available.

Our results show that the general epidemic profile is fairly consistent as household size varies, although parameterisation assumption 2 (where the ratio of within-household to between-household transmission is fixed) shows the greatest variation.

The results for control are more significant. In the absence of other risk factors, vaccinating individuals randomly is better than targeting entire households, with the critical level of vaccination needed for eradication depending on both the household size and the fitting assumption. In fact these results are consistent with earlier results, such as [27], that leaving a homogeneous number of susceptibles in each household following vaccination is optimal, although this may be impractical. When considering antiviral treatment interpretation of the results is more complex: although treating entire households requires a lower rate of detection to eradicate the epidemic, some antiviral treatment is wasted on uninfected individuals.

The models used in this paper are clearly an abstraction of the real dynamics of infectious diseases. We have only dealt with results from populations where households and individuals are identical; in reality households vary in size and in composition and individuals vary in their interactions both within and between households. In addition, we have assumed a simple Markovian $SIR$ model for the infection dynamics. In reality, most diseases obey the $SEIR$ paradigm, which adds an exposed class through which infected individuals pass before becoming infectious. It is also significantly more realistic to have non-exponential waiting times in the exposed and infectious classes—different assumptions about the distribution of waiting times is known to have a significant impact on the success of control [36]. To incorporate such additional heterogeneities requires a considerable degree more model complexity. Instead we have highlighted some general concepts for epidemic modelling in populations with household structure that can provide an intuitive understanding, although we note that more complex simulation models should be considered when
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A Dominant eigenvector for $n = 2$

For a population of pairs, the system’s dominant eigenvalue is given by

\begin{align*}
\hat{H}_{2,0,0} &= \frac{4\beta}{-B - 2\beta + 2\gamma + \tau}, \\
\hat{H}_{1,1,0} &= \frac{B - 2\beta - \tau}{2\tau}, \\
\hat{H}_{1,0,1} &= \frac{\gamma(-4\beta^2 + 2(B + \gamma - 3\tau)\beta + \gamma(\tau - B))}{2\tau(\gamma(\gamma + \tau) - 2\beta(\gamma + 2\tau))}, \\
\hat{H}_{0,1,1} &= \frac{-\gamma(\tau^2 + (B - 8\beta - 3\gamma)\tau + (B - 2\beta)(2\beta + \gamma))}{2\tau(\gamma(2\beta + \gamma) - (4\beta + \gamma)\tau)}, \\
\hat{H}_{0,2,0} &= \frac{(B - 2\beta)(2\beta + \gamma) - (6\beta + \gamma)\tau}{2\gamma(2\beta + \gamma) - 2(4\beta + \gamma)\tau}, \\
\hat{H}_{0,0,2} &= \frac{-8\beta^3 - 4(B + 5\tau)\beta^2 + 2(\gamma^2 - \tau(2B + \tau))\beta + (B - \tau)\tau^2 + \gamma^2(B + 3\gamma)}{4\gamma^2\tau},
\end{align*}

where

$$B := \pm \sqrt{4\beta^2 + 12\tau\beta + \tau^2}. \tag{A.2}$$

B Proportion of infections within the household

Inserting (2.6) into (2.5) at linear order in $I$ gives

$$\dot{I}(t) = (\beta + K - \gamma)I(t), \quad \text{for}$$

\begin{equation}
K := \frac{\tau}{\bar{n}} \sum_{x,y,z} xy\hat{H}_{x,y,z}. \tag{B.1}
\end{equation}

Clearly, then, during the early growth phase of an epidemic, the proportion of infections happening within-household will be

$$P = \frac{K}{K + \beta}. \tag{B.2}$$

At the same time,

$$r_0 = \frac{\beta}{\gamma} + \frac{K}{\gamma}. \tag{B.3}$$

Stipulating that $r_0$ and $P$ should remain constant for different household distributions gives condition (3.2).

C Analytical antiviral results for small households

C.1 Critical individual-targeted antiviral rate for $n = 3$

For triples, it is not possible to solve for the critical individual antiviral rate exactly, however we may take the Ansatz

$$\alpha_{\text{crit}}(n = 3) = \gamma(r_0 + \epsilon - 1), \tag{C.1}$$
and solve the equation $R_\ast(n = 3) = 1$ to linear order in $\epsilon$. This gives the following solution

$$
\epsilon = \frac{C\gamma r_0}{A\beta(n=3)} - \frac{1}{\gamma D - \frac{1}{r_0}}, \quad \text{for}
$$

$$A = 6\tau^3 + 13\tau^2\gamma r_0 + 6\tau\gamma^2 r_0^2 + \gamma^3 r_0^3,$n

$$B = 13\tau^2 + 12\tau\gamma r_0 + 3\gamma^2 r_0^2,$n

$$C = (\tau + \gamma r_0)^2(2\tau + \gamma r_0),$$n

$$D = \frac{5\tau + 3\gamma r_0}{(\tau + \gamma r_0)(2\tau + \gamma r_0)}. \quad (C.2)$$n

### C.2 Critical household-targeted antiviral rate for $n = 2$

For the case of household-targeted antiviral treatment, the equation (5.5) no longer holds, and instead we must calculate

$$R_\ast = \beta \sum_{x,y,z} H_{x,y,z}(0) \int_0^\infty Y(x;t) dt,$n

(C.3)

where $Y(x;t)$ is the expected number of infectious individuals at time $t$ in a clique with one initial infection and $x - 1$ initial susceptibles. Clearly, for a process where $\dot{R}(t) = \gamma I(t)$, the expressions (C.3) and (5.5) will be equivalent, however for household-targeted antiviral treatment we have I–I pairs ‘recovering’ directly to R–R pairs at a rate $2a$ rather than via I–R pairs at rate $2\gamma$. Performing the full calculation gives

$$a_{\text{crit}}(n = 2) = \frac{1}{3} \left( \beta - 3\gamma - \tau + A^{1/3} + (\beta^2 + \tau\beta + \tau^2)A^{-1/3} \right), \quad \text{where}
$$

$$A = \beta^3 + \frac{3}{2} \beta^2 - \frac{3}{2} \tau(\tau - 9\gamma)\beta - \tau^3
$$

$$+ 3\sqrt{\frac{3}{2} \beta \tau \left[ \frac{1}{2} (4\gamma - \tau)\beta^3 + (3\gamma - \tau)\tau\beta^2 + \frac{1}{2} (27\gamma^2 - 6\tau\gamma - \tau^2) \tau\beta - 2\gamma^3 \right]}.$$n

(C.4)
Figure 1: Numerical results for the household model, for three different fitting methods. The first row shows infection curves with the same early growth for different values of the ‘pure’ household size $n$, and on the row beneath are the differences between those curves and the simple SIR epidemic ($n = 1$) curve. The middle row shows how the between-household transmission rate $\beta$ and the within-household rate $\tau$ are scaled over different household sizes. The final two rows show how the peak number of infectious individuals and the final epidemic size are influenced by household size.
Figure 2: Effects of prophylactic vaccination. The critical percentage of the population that needs to be immune prior to the epidemic to prevent an outbreak is shown for three fitting methods and for a range of ‘pure’ household sizes and for vaccination targeted either at the household or individual level.
Figure 3: Effects of responsive vaccination. The top row shows the final epidemic size against the rate of distribution of vaccine for two different initial conditions in a population without household structure (n = 1). The bottom two rows show, for each of those initial conditions, how the response changes in the presence of household structure, and for different intervention targets. Each intervention target is associated with a colour, and darker shades of that colour correspond to household sizes from n = 2 to n = 10.
Figure 4: The effects of antiviral treatment. The first row shows the critical rate of delivery of antiviral treatment, for both targeting methods, and the second row shows the trade-off between rate benefit and wastage for household targeting.