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Optimization as an Empirical Science

Scientific Method
1 Observe a phenomenon

+ EAX crossover shows local optimisation in the TSP
[Nagata & Kobayashi, 1997]

2 Construct a hypothesis
+ EA + EAX produces better solutions for the TSP than EA + other known
crossovers

3 Conduct an experiment
4 Draw conclusion about hypothesis:

either provisionally accepted or falsified
(with some statistical confidence)
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Why reproducibility?

Scientific method (empirical): Falsifiability and community consensus

Building upon the work of others
+ Typical first step: reproduce previous results

Quality control and error correction
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What is Reproducibility?

Repeat your own experiment
and confirm your previous conclusion?

Repeat someone else’s experiment using their software and data and
confirm their conclusion?

Repeat someone else’s experiment using your own re-implementation
and confirm their conclusion?
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Manuel López-Ibáñez Making Your Research (More) Reproducible in Optimization, Evolutionary Computation, Metaheuristics, . . .



What is Reproducibility?

8 No consensus in terminology [Claerbout & Karrenbach, 1992]
[Plesser, 2018]

ACM distinguishes between:
Repeatability, Reproducibility and Replicability

López-Ibáñez, Branke, and Paquete [2021] define the terms more
precisely and distinguish between:

Repeatability, Reproducibility, Replicability and Generalisability
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Terminology

Artifact [ACM, 2020]

“A digital object that was either created by the authors to be
used as part of the study or generated by the experiment itself”

algorithm implementations, benchmark instances,
data pre/post-processing scripts, . . .

Measurement [López-Ibáñez, Branke, and Paquete, 2021]

“data that results from an experiment”

measures of quality, computational effort, etc.
NOT summary statistics
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ACM’s Terminology [ACM, 2020]

Repeatability (Same team, same experimental setup)

Reproducibility (Different team, same experimental setup)

Replicability (Different team, different experimental setup)
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ACM’s Terminology [ACM, 2020]

Repeatability (Same team, same experimental setup)

“The measurement can be obtained with stated precision by the same team
using the same measurement procedure, the same measuring system, under
the same operating conditions, in the same location on multiple trials. ”

Reproducibility (Different team, same experimental setup)

Replicability (Different team, different experimental setup)
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ACM’s Terminology [ACM, 2020]

Repeatability (Same team, same experimental setup)

Reproducibility (Different team, same experimental setup)

“The measurement can be obtained with stated precision by a different
team using the same measurement procedure, the same measuring system,
under the same operating conditions, in the same or a different location on
multiple trials. [. . .]
[A]n independent group can obtain the same result using the author’s own
artifacts. ”

Replicability (Different team, different experimental setup)
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ACM’s Terminology [ACM, 2020]

Repeatability (Same team, same experimental setup)

Reproducibility (Different team, same experimental setup)

“The measurement can be obtained with stated precision by a different
team using the same measurement procedure, the same measuring system,
under the same operating conditions, in the same or a different location on
multiple trials. [. . .]
[A]n independent group can obtain the same result using the author’s own
artifacts. ”

Replicability (Different team, different experimental setup)

“The measurement can be obtained with stated precision by a different team,
a different measuring system, in a different location on multiple trials.[. . .]
[A]n independent group can obtain the same result using artifacts which
they develop completely independently. ”
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Dimensions of reproducibility

Artifacts: Re-use of the original artifacts should allow to repeat the
exact same experiment described in the original publication

Random factor:
The experiment evaluates a random sample
The experimental claim applies to a range or probability distribution
Random seeds

Fixed factor:
The experiment evaluates specific chosen values
The experimental claim is supported only for those specific values
Parameter settings, benchmark problems, computational budget
. . . unless randomized

Manuel López-Ibáñez Making Your Research (More) Reproducible in Optimization, Evolutionary Computation, Metaheuristics, . . .



Proposed terminology [López-Ibáñez, Branke, and Paquete, 2021]
of reproducibility studies

Label Artifacts
Random
factors

Fixed
factors Purpose of the study

Repeatability Original Original Original Exactly repeat the original experiment, generating
precisely the same results.

Reproducibility Original New Original Test whether the original results were dependent on
specific values of random factors and, hence, only a
statistical anomaly.

Replicability New New Original Test whether it is possible to independently reach
the same conclusion without relying on original
artifacts.

Generalisability Original
or New

New New Test whether the conclusion extends beyond the
experimental setup of the original paper. When new
artifacts are used, generalisability should come after
a replicability study.
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Artifacts

Permanently accessible ACM badge Artifacts Available

Complete ACM badge Artifacts Evaluated

Re-usable ACM badge Artifacts Reusable

Rule-of-thumb heuristic
A person who only has access to the published paper and the

artifacts provided should be able to reproduce the results shown
in the paper without having to contact the original authors
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Artifacts

Permanently accessible: ACM badge Artifacts Available

8 Personal / research group webpages or repositories

8 Development repository GitHub / GitLab / Bitbucket

4 Git tag or SHA commit
https://github.com/NEO-Research-Group/irace-sumo/tree/62304739940199b3326cf8b34837c540cad6a68d

44

44 Digital object identifier (DOI)

doi:10.5281/zenodo.4500973
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Artifacts: Complete

4 All source code and input data ACM badge Artifacts Evaluated

Use different folders for different purposes:
Pre-processing/ Algorithm/

Analysis/ Presentation/

44 Step-by-step documentation and flexible reproduction scripts

Use scripts (e.g., bash, PowerShell, R, Python . . . ) to encode steps
Separate intermediate steps in different scripts

1-preprocess.sh 2-run-experiment.sh
3-analysis.R 4-plots.py

Dynamic documentation and reproducible notebooks:
Rmarkdown, Knitr, Jupyter notebooks

444 Raw intermediate data, generated data (decision vectors),
random seeds, tables and plots . . .
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Artifacts: Re-usable

ACM badge Artifacts Reusable

4 Detailed documentation of the code:
Use document generators: Sphinx, Doxygen, Roxygen2 . . .

4 Independent solution checker

4 Open-source license:
+ Allow re-distribution and modification (GPL, MIT, Apache, etc)
+ Mentioned prominently (ideally in every source file)

4 Open-data formats (4 CSV 4 MySQL 8 Excel, 8 Oracle, . . . )

4 Testsuite:
+ Ensure that the results are correct if someone else repeats the experiment
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Manuel López-Ibáñez Making Your Research (More) Reproducible in Optimization, Evolutionary Computation, Metaheuristics, . . .

https://en.wikipedia.org/wiki/Comparison_of_documentation_generators


Artifacts: Re-usable

ACM badge Artifacts Reusable

4 Detailed documentation of the code:
Use document generators: Sphinx, Doxygen, Roxygen2 . . .

4 Independent solution checker

4 Open-source license:
+ Allow re-distribution and modification (GPL, MIT, Apache, etc)
+ Mentioned prominently (ideally in every source file)

4 Open-data formats (4 CSV 4 MySQL 8 Excel, 8 Oracle, . . . )

4 Testsuite:
+ Ensure that the results are correct if someone else repeats the experiment
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Zenodo Example https://doi.org/10.5281/zenodo.4500973
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Jupyter Python notebook https://doi.org/10.5281/zenodo.4500973
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Detailed experimental conditions
8 Results are often sensitive to computational platform:

4 Report relevant hardware details:
CPU model and clock frequency actual speed depends on both!

Cache type and memory often much more important than RAM!

Version of OS, software packages and libraries Linux’s pow() bug 13932

Compilation options affect runtime and floating-point calculations

44 Provide calibration benchmark running times
+ Calibration benchmark: independent, simple, publicly available and

deterministic code for the particular problem domain.

444 Virtual machines, containers
experimental platforms

4 Repeatable computational environment
8 May be difficult to replicate
8 Are these artifacts?
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Detailed experimental conditions

8 Hidden / unfair / biased parameter tuning:

“we use the default parameter settings given by . . . ”
“we found these parameter settings after preliminary experiments”

8 Avoid over-tuning

4 Report: effort, domains, tuning vs. testing problem instances

44 Parameter tuning procedure should be reproducible:

Design of Experiments [Montgomery, 2012]

Automatic configuration tools:
irace [López-Ibáñez et al., 2016], SPOT [Bartz-Beielstein et al., 2010b],
Optuna [Akiba et al., 2019] . . .
Tutorial: Automated Algorithm Configuration and Design
https://doi.org/10.1145/3449726.3461404
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Measure and report with reproducibility in mind
What is the claim that you are trying to support ?

Low level: Implementation A finds better solutions on average when running
T seconds than implementation B on problem instance X using machine Z ?
High level: Or algorithm A finds the optimal in fewer evaluations on average
than algorithm B on problems of type X ?

+ Measure and report according to the level of abstraction!
[McGeoch, 2012]

8 Excessive precision or confidence
Example: reporting sub-second runtimes when the noise / variance is larger
than a second

In EC, most claims are statistical inferences
4 Mean and variances

44 Confidence intervals, p-values and size effects estimates
Cohen [1995], Lilja [2000], Bartz-Beielstein [2006], Shilane et al. [2008],
Bartz-Beielstein et al. [2010a], McGeoch [2012], Derrac et al. [2011], Buzdalov [2019],
Bartz-Beielstein et al. [2020] . . .
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A checklist for reproducibility (1): Artifacts
� Long-term (permanently) accessible repository Personal website
� Permanent link / DOI to specific version GitHub repo
� Step-by-step documentation to reproduce the experiment AND analysis
� All source code
� All input data: problem instances, random seeds, . . .
� Analysis and presentation scripts
� Raw generated data (objective and decision vectors)
� Solution checker
� Calibration code and its runtime
� Testsuite
� Open-source license (reading, distributing, running and reusing)
� Open-data formats (4 CSV 4 MySQL 8 Excel, 8 Oracle, etc.)
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A checklist for reproducibility (2) Report / Document
� Relevant hardware details (CPU details, memory / cache sizes)

� Provide a container (e.g., Docker)
� Provide link to virtual platform (e.g., Code Ocean)
� Provide reviewer access to special hardware (e.g., GPUs)

� Precise versions of any additional software, packages, simulators,
compilers / interpreters, and OS

� (Hyper-)parameters, including types and domains

� Parameter tuning process (must be reproducible)

� Separate problem instances for development/tuning and for benchmarking
/ hypothesis testing (avoid over-tuning)

� Statistical inference procedure details
variances, test type, confidence, effect sizes . . .

� Confidence intervals (or p-values)
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Learning more

Reproducibility in Evolutionary Computation.
Manuel López-Ibáñez, Juergen Branke and Lúıs Paquete.
ACM Transactions on Evolutionary Learning and Optimization, 1(4):1–21, 2021.
http://doi.org/10.1145/3466624
https://arxiv.org/abs/2102.03380
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ICGA, pages 450–457. Morgan Kaufmann Publishers, San Francisco, CA, 1997.

H. E. Plesser. Reproducibility vs. replicability: A brief history of a confused terminology. Frontiers in Neuroinformatics, 11, Jan. 2018. doi:
10.3389/fninf.2017.00076.

D. Shilane, J. Martikainen, S. Dudoit, and S. J. Ovaska. A general framework for statistical performance comparison of evolutionary computation
algorithms. Information Sciences, 178(14):2870–2879, 2008. doi: 10.1016/j.ins.2008.03.007.
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