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A Linear Programming Approach to Cross-Layer
Optimization in Multiclass VSG-CDMA
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Abstract—This paper presents a new linear programming ap-
proach for throughput maximization on the uplink of a multiclass
variable spreading gain code-division multiple-access (CDMA)
multicellular system in Rayleigh fading for both binary phase-shift
keying (BPSK) and quaternary phase-shift keying (QPSK) mod-
ulations. Based on the improved Gaussian approximation tech-
nique, we derive exact closed-form expressions of the outage
probability, which are used as a physical (PHY) layer constraint of
the maximization problem. We show that it is possible to transform
the nonlinear constraint into a set of equivalent linear expressions.
This facilitates the formulation of a new linear throughput max-
imization that noticeably requires less computational complexity
than the known nonlinear approaches. Furthermore, due to the
simplicity of the linear approach, we can include the constraints
of such higher layers, i.e., media access control (MAC) and call
admission control (CAC) layers, into the proposed formula. Ac-
cordingly, we introduce two linear programming optimization
formulas. One is for MAC-PHY optimization, and another is for
cross-layer optimal CAC policy. In the case of MAC-PHY opti-
mization, the throughput is maximized, at low background noise
level, when every user retains the same bit energy, particularly in
the case where the difference in data rates is high. Nonetheless,
at high levels of background noise, the throughput would be
maximized when a larger amount of bit energy is allocated to the
high-rate users. For the joint optimal policy, the throughput and
the blocking probability are optimized and improved up to 50%
in comparison to those of the conventional CAC policy, which is
known as the complete sharing policy.

Index Terms—Code division multiaccess, fading channels, inter-
ference, land mobile radio cellular systems, linear programming.

I. INTRODUCTION

THIS paper addresses the cross-layer optimization prob-
lem for the uplink throughput of a multiclass variable

spreading gain (VSG) code-division multiple-access (CDMA)
multicellular system in which the different classes of users
are distinguished by their transmission speeds and spreading
gains.
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Recently, the throughput maximization problem on multi-
class CDMAs has gained considerable research interest, where
several optimization techniques have been presented, e.g.,
[1]–[8]. The constraints in most of the previous research are
defined in terms of signal-to-interference-plus-noise ratio
(SINR) [1]–[3] or outage probability [5], which is derived from
the inaccurate simple Gaussian approximation technique [17].
Because the constraints are generally nonlinear, previous opti-
mization techniques are based on either nonlinear programming
[1]–[3] or analytical differentiation methods [6]–[8]. Nonethe-
less, it is well known that nonlinear programming leads to
a considerable amount of computational burden, particularly
when the number of classes or users is large [5], whereas analyt-
ical differentiation techniques are confined to some simplified
system models [7]. These drawbacks limit the previous study
to small systems with a couple of classes of users. Moreover,
due to the complexity of nonlinear programming, it seems
impossible for the traditional techniques to deal with cross-
layer optimization in which additional quality-of-service (QoS)
constraints from higher layers are included.

In contrast to the previous study, we formulate a throughput
maximization that can be solved by a linear programming
method. We introduce a new set of linear constraints for the
physical (PHY) layer, which is accurately computed based on
the improved Gaussian approximation (IGA) technique [20].
This facilitates the construction of a maximization problem as
a linear programming formula, which is readily solved by well-
known methods, e.g., the simplex method [31]. In addition,
the proposed formula is extendable to multiclass systems, as
well as cross-layer optimizations, that include some important
constraints of the higher layers, i.e., media access control
(MAC) and call admission control (CAC) layers.

The general assumptions of this paper are as follows. The
system model is analyzed based on the accurate IGA technique
[20] in which binary phase-shift keying (BPSK) and quaternary
phase-shift keying (QPSK) modulations are taken into account.
In the case of multicellular analysis, the cell shape is assumed
to be circular. The transmission channel is assumed to have
Rayleigh fading with perfect (slow) power control. The MAC
layer is represented by an M/M/m/m queueing model [25],
and the admission control is characterized by a semi-Markov
decision process (SMDP) [26]–[29].

The remainder of this paper is organized as follows. In
Section II, we show the system model for a multiclass VSG-
CDMA and derive new exact expressions for the outage
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probabilities in the case of BPSK and QPSK. In Section III, we
formulate a new linear programming approach for MAC-PHY
throughput maximization. In Section IV, a joint optimal admis-
sion policy (across CAC, MAC, and PHY layer) is proposed.
Numerical results and discussions are given in Section V, and
conclusions are drawn in Section VI.

II. PHY LAYER ANALYSIS

This section describes the system models of a multiclass
VSG-CDMA in the case of BPSK and QPSK modulations.
The SINRs are analyzed using the IGA technique from which
new exact closed-form expressions of the outage probability are
derived. At the end of this section, the analysis is extended to
include intercell interferences.

A. BPSK-Modulated System

Consider a multiclass VSG-CDMA system in an additive
white Gaussian noise (AWGN) Rayleigh fading channel. As-
sume that users’ signals are asynchronously transmitted and
signature codes are independent and randomly generated. De-
note m ∈ 1, 2, . . . ,M , which is the normalized rate of class-m
traffic (normalized to class-1 rate, which is considered as the
basic rate). Let xm be the number of class-m signals, and the
data bit stream of a class-m signal is given by

bx,m(t) =
∞∑

j=−∞
bj,x,mrect

(
t

Tb/m
− j

)
(1)

where x ∈ {1, . . . , xm} is the index of each signal, j stands
for the index of individual data bits, Tb is the class-1 bit
transmission time, bj,x,m is a sequence of independent and
identically distributed random variables (i.i.d. RVs) that takes
values in {+1,−1} with equal probability, rect(t) is a unit-
amplitude rectangular pulse for 0 ≤ t < 1, and rect(t) = 0,
otherwise. Accordingly, a received class-m signal is

vx,m(t) = hx,m

√
2smbx,m(t)ax,m(t) (2)

where sm represents the local mean power of the signal,
and {hx,m}, x = 1, . . . , xm, m = 1, . . . , M are the complex
channel gains for slow flat Rayleigh fading. It is assumed that
{hx,m} are mutually independent zero-mean complex Gaussian
RVs [23] with E[hx,mh∗

y,n] = 1 only if x = y and m = n and
is equal to 0, otherwise.

ax,m(t) =
∑∞

j=−∞ aj,x,mψ{[t/(Tb/G)] − j} are the signa-
ture sequence signals, where G is the processing gain of
the basic-rate signals (class-1 signals), which is equal to the
number of chips per bit duration. Tb/G is the chip interval,
which is identical for all classes. ψ(t) is a chip waveform
function, which is assumed to be time limited in [0, Tb/G]
and normalized such that [1/(Tb/G)]

∫ Tb/G

0 |ψ(t)|2dt = 1. The
signature sequences {aj,x,m} are modeled as a sequence of
i.i.d. RVs with Pr{aj,x,m = +1} = Pr{aj,x,m = −1} = 1/2.
It is clear to say that each bit of a transmitted signal is spread by
multiplying with a newly chosen random signature sequence.
This model is widely employed in [13]–[17], [21], and [22].

It is important to state that perfect power control at the
base station is assumed in this paper so that the received
powers from the same class of traffic are identical. This as-
sumption is commonly used in CDMA system model analysis,
e.g., [13]–[22].

Let the receiver be locked onto an arbitrary reference class-n
signal (signal number 1) in the presence of other multiple-
access interferences (MAIs). Denote r(t) as the composite
signal at the receiver front end. Then, we obtain

r(t) = v1,n(t) +
M∑

m=1

xm∑
x=1,m �=n
x=2,m=n

vx,m(t − τx,m) + n(t) (3)

where τx,m represents the time offset of the xth class-m signal
with respect to the reference. η(t) is the low-pass complex value
AWGN with a two-sided spectral density N0.

Assume a conventional correlator receiver, and let Zj,1,n be
the normalized decision variable of the jth bit of the reference
user. At the decision time instance t = (j + 1)Tb/n, the output
of the correlator receiver is given by [17]

Zj,1,n = Re

{
± |h1,n|

√
2sn +

M∑
m=1

xm∑
x=1,m �=n
x=2,m=n

×χm

√
2sme−iarg(h1,n)hx,mWx,m + η

}
(4)

where η is the complex Gaussian RV with variance N0/(Tb/n).
i =

√
−1 stands for an imaginary number. χm is the class-m

activity factor, which is a Bernoulli distributed RV, and

χm =
{

1, active with probability qm

0, otherwise.
(5)

Wx,m is the MAI component in the interval [jTb/n, (j + 1)
Tb/n] of the reference jth bit due to the interfering xth class-m
signal [19], which is given by

Wx,m =
1

Tb/n

(j+1)Tb/n∫
jTb/n

bx,m(t−τx,m)

× ax,m(t−τx,m)a1,n(t)dt. (6)

It is shown in [19] and [20] that when G � 1, Wx,m

become conditionally independent zero-mean Gaussian RVs
(conditioned on the relative time offset), with the conditional
variance

Var (Wx,m|{δx,m}x,m) =
1

G/n

[
ρ2(δx,m) + ρ̂2(δx,m)

]
(7)

where δx,m ∈ [0, 1], {x = 1, 2, . . . , xm, m = 1, 2, . . . ,M} is
the normalized time offset modulo of the chip interval
Tb/G. ρ(·) and ρ̂(·) are defined as the continuous partial
correlation functions of the chip wave form, i.e., ρ̂(τ) =
1/(Tb/G)

∫ Tb/G

τ ψ(t)ψ(t − τ)dt and ρ(τ) = 1 − ρ̂(τ).
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Therefore, when we condition on the RVs {χm, hx,m,
δx,m, x = 1, 2, . . . , xm, m = 1, 2, . . . , M}, the decision
variable becomes a conditionally Gaussian variable having a
conditional variance given by

VarZj,1,n
[Zj,1,n|{χm, hx,m, δx,m}x,m]

=
1

G/n

M∑
m=1

xm∑
x=1,m �=n
x=2,m=n

χmsm (Re{hx,m})2

×
[
ρ2(δx,m) + ρ̂2(δx,m)

]
+

ns1

2(E1/N0)
(8)

where E1 = s1Tb is the energy per bit interval of class-1 traffic,
and we have used the fact that χ2

m = χm (which is the property
of Bernoulli RVs).

Hence, the SINR of a class-n reference signal is
SINRn = (1/2) [E2

Zj,1,n
[Zj,1,n] / VarZj,1,n

[Zj,1,n] ], where
E2

Zj,1,n
[Zj,1,n] = sn|h1,n|2.

Let ζn be the targeted SINR of class-n. The outage probabil-
ity is expressed in (9), shown at the bottom of the page.

Note that |h1,n|2 is a negative exponential RV (recall that
h1,n is a complex Gaussian RV). Therefore, we obtain the
following expression for the conditional outage probability
(when we fix the set of RVs {χm, hx,m, δx,m}):

Pr (SINRn < ζn|{χm, hx,m, δx,m}x,m)

=1−exp

{
−ζn

[
1

G/n

M∑
m=1

xm∑
x=1,m �=n
x=2,m=n

χmsm (Re{hx,m})2

×
[
ρ2(δx,m)+ρ̂2(δx,m)

]
+

ns1

2(E1/N0)

]}
.

(10)

When we remove the condition on {χm, hx,m, δx,m}x,m, we
obtain

Pr(SINRn < ζn)

=1−e
−ns1/sn

E1/N0
ζn

M∏
m=1

xm∏
x=1,m �=n
x=2,m=n

Eχm,hx,m,δx,m

×
[
e
−ζn

(
2χm
G/n

sm
sn

(Re{hx,m})2[ρ2(δx,m)+ρ̂2(δx,m)]
)]

. (11)

Because, for any y, Eχm,Y [E[e−χmy|Y = y]] = 1 − qm +
qmEY [e−y], the outage probability in (11) is reduced to

Pr(SINRn < ζn) = 1 − e
−ns1/sn

E1/N0
ζnV xn−1(nζn)

×
M∏

m=1,m �=n

V xm

(
nsm

sn
ζn

)
(12)

where

V (z) = 1 − qm + qmEhx,m,δx,m

×
[
e−

2z
G (Re{hx,m})2[ρ2(δx,m)+ρ̂2(δx,m)]

]
(13)

which depends on the shape of the chip waveform. In the special
case of unit rectangular waveform, where ρ(δx,m) = 1 − δx,m

and ρ̂(δx,m) = δx,m, (7) reduces to Var(Wx,m|{δx,m}x,m) =
1/(G/n)[1 + 2δx,m(δx,m − 1)] [20]. This allows us to obtain a
closed-form expression of V (z) given by

V (z) = 1 − qm + qm

[
1
2

√
G

z
ln
(√

G + 2z +
√

z√
G + 2z −√

z

)]
(14)

which follows the fact that (Re{hx,m})2 is a chi-square RV.

B. QPSK-Modulated System

A QPSK-modulated signal of class-m can be represented by
[21], [22]

vx,m(t) = hx,m

√
2sm

×
∞∑

j=−∞

[
b
(I)
j,x,m(t)a(I)

x,m(t) − ib
(Q)
j,x,m(t)a(Q)

x,m(t)
]

(15)

where I and Q represent the in-phase and quadrature phase
components, respectively. Assume that a

(I)
x,m(t) and a

(Q)
x,m(t)

are independent signature sequences. Likewise, b
(I)
j,x,m(t) and

b
(Q)
j,x,m(t) are independent data bit streams, which can be ex-

pressed as in (1).
Analogous to the BPSK, the conditional variance of the jth

bit class-n decision variable for the in-phase component is
obtained, in the case of the rectangular chip waveform, by

VarZj,1,n
[Zj,1,n|{χm, hx,m, δx,m}x,m]

=
1

G/n

M∑
m=1

xm∑
x=1,m �=n
x=2,m=n

χmsm|hx,m|2

× [1 + 2δx,m(δx,m − 1)] +
ns1

2(E1/N0)
. (16)

Notice here that |hx,m|2,∀x, and m become i.i.d exponential
RVs (a consequence of the fact that the channel gains of the I
and Q components are complex Gaussian RVs).

Pr(SINRn < ζn) = 1 − Pr




sn|h1,n|2

1
G/n

M∑
m=1

xm∑
x=1,m �=n
x=2,m=n

χmsm (Re{hx,m})2 [ρ2(δx,m) + ρ̂2(δx,m)] + ns1
2(E1/N0)

> ζn


 (9)
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Fig. 1. Uplink propagation model.

When G � 1, the decision variables converge into a set
of independent Gaussian RVs (conditioned on hx,m, δx,m).
Accordingly, a class-n SINR is given by (17), shown at the
bottom of the page. Similar to (12), the outage probability in
this case is

Pr(SINRn < ζn) = 1 − e
−ns1/sn

E1/N0
ζnV xn−1

Q (nζn)

×
M∏

m=1,m �=n

V xm

Q

(
nsm

sn
ζn

)
(18)

where

VQ(z)=1−qm+qmEhx,m,δx,m

[
e−

2z
G |hx,m|2[1+2δx,m(δx,m−1)]

]
.

(19)

It can be shown that VQ(z) can be presented in closed
form by

VQ(z) = 1 − qm + qm

[
G√

z(G + z)
tan−1

√
z

G + z

]
.

(20)

C. Multicell System Model

By assuming a circular-shaped cellular system (see Fig. 1),
the SINR of a class-n signal is

SINRn =
1
2

sn|h1,n|2
VarZj,1,n

[Zj,1,n]
. (21)

Analogous to the single-cell analysis, VarZj,1,n
[Zj,1,n|

{χm, hx,m,k, δx,m,k}x,m,k] is given by

VarZj,1,n
[Zj,1,n|{χm, hx,m,k, δx,m,k}x,m,k]

=
1

G/n

M∑
m=1

xm∑
x=1,m �=n
x=2,m=n

χmsm (Re{hx,m})2

× [1 + 2δx,m(δx,m − 1)]

+
1

G/n

K∑
k

M∑
m=1

xm∑
x=1

χmSx,m,k (Re{hx,m,k})2

× [1 + 2δx,m,k(δx,m,k − 1)] +
ns1

2(E1/N0)
(22)

where K is the number of adjacent cells, Sx,m,k is the received
power from the xth class-m interference in the kth cell, and

Sx,m,k = Px,m,k

[
r2 + D2 − 2rD cos α

]−β
2 . (23)

Here, Px,m,k is the transmitted power, β is the path loss
exponent [30], D is the distance between the centers of two
adjacent cells, and (r, α) are the polar coordinates of an arbi-
trary cochannel interferer (Fig. 1). When users are uniformly
distributed over their home cells, r is an RV that has the
following distribution [32]:

f(r) =
{

2r/R2, 0 < r < R
0, otherwise.

(24)

With the assumption of perfect (slow) power control, all
class-m signals are received at their home base stations with
the same average (over fading) power sm, m = 1, . . . , M .
Therefore, the transmitted power from an arbitrary mobile user
at distance r from its home cell is Px,m,k = smrβ , and

Sx,m,k = smd−β(r, α) (25)

where d(r, α) =
√

1 + (D/r)2 − 2(D/r) cos α.
To simplify our presentation, assume that all K interfering

cells have the same number of users. Consequently, the outage
probability is given by

Pr(SINRn < ζn)

= 1 − e
−ns1/sn

E1/N0
ζnV xn−1(nζn)

×


 M∏

m=1,m �=n

V xm

(
nsm

sn
ζn

)

·
[

M∏
m=1

Uxm

(
nsm

sn
ζn

)]K

, n = 1, 2, . . . ,M (26)

SINRn =
sn|h1,n|2

2
G/n

M∑
m=1

xm∑
x=1,m �=n
x=2,m=n

χmsm|hx,m|2 [1 + 2δx,m(δx,m − 1)] + s1n
E1/N0

(17)
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where

U(z) = 1 − qm + qm


 1

πR2

2π∫
0

R∫
0

V
[
zd−β(r, α)

]
rdrdα


 .

(27)

Note that V(z) is readily given in (14) and (20) for BPSK and
QPSK, respectively.

III. THROUGHPUT MAXIMIZATION AND

MAC-PHY OPTIMIZATION

In this section, we present a throughput maximization for-
mula whose optimum solution can be accomplished by a lin-
ear programming approach. The proposed formula is used to
select the optimum number of transmissions that maximizes
the overall average throughput and satisfies the PHY layer
constraints. It is also found that we can include the MAC layer
constraints, concerning delay, in the formula. This facilitates the
construction of the MAC-PHY optimization, which is shown in
Section III-B.

A. Throughput Maximization

Let x1, x2, . . . , xM ∈ I+ be positive integers that represent
the selected transmissions from class-1, class-2, . . ., class-M ,
respectively. Then, the maximization problem is formulated by
the following integer programming:

max
x1,x2,...,xM∈I+

M∑
m=1

�mqmxm

subject to

Pr(SINRm < ζm) ≤ εm, m = 1, 2, . . . ,M (28)

where qm is the class-m activity probability. εm is the maxi-
mum class-m outage probability, which is given in (12) and (18)
for BPSK and QPSK, respectively. �m is an arbitrary positive
number that represents the weight of a class-m transmission.

Here, we suggest to simplify (28) by letting x1, . . . , xM ∈
R+ be the positive real numbers instead of integers. Without
any significant error, (28) can be approximated by a linear
programming problem.

As far as the constraint in the optimization formula in (28)
is concerned, notice from (12) or (18) that we can transform
the nonlinear constraint, in Rayleigh fading, into an equivalent
set of linear inequalities by taking the natural logarithm of both
sides. Then

M∑
m=1

xm ln
[
V

(
nsm

sn
ζn

)]
≥ ln[(1−εm)V (nζn)]+

ns1/sn

E1/N0
ζn

(29)
which can be arranged in the matrix form

Ax ≤ ς (30)

where x = [x1, x2, . . . , xM ]T , A is the M × M coefficient
matrix with elements given by

υmn = −ln
[
V

(
msn

sm
ζm

)]
, n,m = 1, 2, . . . ,M (31)

and ς = [ς1, ς2, . . . , ςM ]T with each element ςm expressed as

ςm = −ln [(1 − εm)V (mζm)]

− ms1/sm

E1/N0
ζm, m = 1, 2, . . . ,M (32)

where V (z) is readily given in (14) and (20) for BPSK and
QPSK, respectively.

In the case of a multicell scenario, (26) can be transformed
into a set of linear inequalities and rearranged in the matrix form
Ax ≤ ς , where the elements υmn in matrix A are given by

υmn = −
{

ln
[
V

(
msn

sm
ζm

)]
+ 6 ln

[
U

(
msn

sm
ζm

)]}
n,m = 1, 2, . . . ,M (33)

and the elements ςm still have the same expression as in (32).
Accordingly, the new linear programming for the throughput

maximization is given by

max
x1,x2,...,xM∈R+

M∑
m=1

�mqmxm

subject to

Ax ≤ ς

xm ≥ 0, m = 1, 2, . . . , M. (34)

It is worth saying that the last line of the constraints can be
used as the upper and lower limits of the individual class-m
transmissions, i.e.,

σmxm,max ≤ xm ≤ xm,max, m = 1, 2, . . . ,M (35)

where xm,max is an arbitrary upper bound of the transmissions.
σm ∈ (0, 1] represents the transmission limit factor that can
be used to provide some degrees of fairness transmission. As
a matter of fact, based on the results of our previous work
[9], the upper and lower bound in (35) are very essential
for multirate communication because the scheduler prefers to
allow the high-rate, rather than the low-rate, users to transmit
their information. This is due to the fact that the high-rate
transmissions offer more reward to the cost function, as well
as to the system throughput.

In Section III-B, we will show that the proposed throughput
maximization can be related to the MAC-PHY optimization by
adding some MAC constraints.

B. MAC-PHY Optimization

Let us consider a MAC layer model of a VSG-CDMA uplink
(Fig. 2). There are a total of M classes (rates) of transmissions
originating from the users within the cell. At the base station, all
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Fig. 2. MAC layer model.

requests for the next uplink are accommodated into M groups
according to the different transmission rates. The requests in
each group are served on the order of first-come, first-served
discipline, and the base station is responsible for selecting the
appropriate number of transmissions from individual groups for
the next uplink. In the case where the base station cannot serve
all the requests, the remainder has to wait for the following
deliveries. This results in a waiting time delay, which is the
significant issue of MAC design. In this paper, we handle
this problem by applying Little’s law [25] as follows. Let us
consider the number of pending transmissions of class-m as

Qm = λmWm (36)

where λm is the class-m arrival rate, and Wm is the average
waiting time per transmission.

Define Wm,max as the maximum tolerable delay before the
corresponding request of transmission is out of date (and thus
discarded). Let Xm ≡ λmWm,max be the maximum queue
length [29]. We assume that no requests can stay in the queue
longer than Wm,max. Consequently, the number of pending
requests Qm is bounded by Xm given by

Qm ≤ Xm. (37)

As a result, we can formulate the MAC-PHY optimization
problem as

max
x1,x2,...,xM∈R+

M∑
m=1

�mqmxm

subject to

Ax ≤ ς

Xmin ≤x ≤ Xmax (38)

where Xmax = [X1,X2, . . . , XM ]T , and Xmin = [σ1X1,
σ2X2, . . . , σMXM ]T .

Assume that there is high uplink traffic demand. There-
fore, only xm transmissions are served per round, whereas

Fig. 3. Cross-layer interaction.

Xm − xm transmissions are left waiting. To minimize the num-
ber of pending transmissions, we can alternatively formulate the
cost function by

Xm − xm, m = 1, 2, . . . , M (39)

which forms a linear minimization problem that is equivalent to
(38) and is expressed as

min
x1,x2,...,xM∈R+

M∑
m=1

�mqm(Xm − xm)

subject to

Ax ≤ ς

Xmin ≤x ≤ Xmax. (40)

IV. OPTIMAL ADMISSION CONTROL

In this section, we present an optimal admission policy
for the cross-layer cooperation in Fig. 3. First, a new admis-
sible state space is determined and used as a boundary to
control the number of admitted users. Then, the admission
process and the resource sharing strategy are described. Finally,
the optimal policy is formulated by a linear programming
approach.

A. Admissible Region

Let us consider the capacity of a single-cell BPSK-modulated
CDMA system as a pool of C resource units. Let βm, m =
1, . . . , M be the required capacity per class-m transmission.
Assume that the new arrivals are admitted in the system as
long as the sum of the used capacity does not exceed the total
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capacity. This admission policy is called complete sharing,
whose admission region is given by [26]

Φ =

{
x = (x1, x2, . . . , xM ) ∈ IM

+ :
M∑

m=1

βmxm ≤ C

}
(41)

where IM
+ represents non-negative M -dimensional integers,

and xm is the number of class-m signals.
Let xm,max = �C/βm� [26] be the maximum number of

class-m transmissions that can be accommodated when the
whole system capacity is used only by class-m transmissions.
Then, (41) can be converted to

Φ =

{
(x1, . . . , xM ) ∈ IM

+ :
M∑

m=1

xm

xm,max
≤ 1

}
. (42)

As far as {xm,max}, m = 1, . . . , M are concerned, we can
express xm,max by (12) as follows. Letting all xn = 0 for n �=
m, we then have

Pr(SINRm < ζm) = 1 − e
−ms1/sm

E1/N0
ζmV xm,max−1(mζm)

≤ εm, m = 1, 2, . . . ,M. (43)

By taking the natural logarithm of both sides of (43), xm,max is
given by

xm,max =

[
ln(1 − εm) + ms1/sm

E1/N0
ζm

]
ln [V (mζm)]

+ 1. (44)

As a result, the admission region is transformed into

Φ =

{
(x1, . . . , xM ) ∈ IM

+ :

M∑
m=1

xm ln [V (mζm)]

ln [(1 − εm)V (mζm)] + ms1/sm

E1/N0
ζm

≤ 1

}
(45)

where V (z) is given in (14) and (20) for BPSK and QPSK,
respectively.

Analogous to the single-cell analysis, the admission region
of a multicell CDMA uplink is determined by applying (26)
to the procedure shown in (41)–(45). As a result, the outage
probability for a multicell system is

Φmulticell =

{
(x1, . . . , xM ) ∈ IM

+ :

M∑
m=1

xm


 ln [V (mζm)]+6 ln [U(mζm)]

ln [(1−εm)V (mζm)]+ ms1/sm

E1/N0
ζm


≤1

}
(46)

where U(z) is previously defined in (27), and xm represents the
number of class-m signals in each cell.

B. System States, Decision Epochs, and State Dynamics

The admission control problem is characterized as an SMDP
process that can be explained as follows. At the base station
(Fig. 2), a new class-m arrival is accommodated into the
corresponding virtual queue. The queueing system is modeled
as M/M/xm/Xm [25], where xm represents the number of
signals in service, which is determined by the admission region
in (45). Xm ≥ xm + Qm is the limit of admitted signals that is
equivalent to (37), where Qm indicates the number of signals
waiting for service.

Given a dynamic system, which is monitored at time in-
stances (epochs), at each epoch, the system is classified into
one of the possible states, and subsequently, a decision is made.
Let x̄m = [xm, Qm] be a 2-D vector. Then, the state space of
the system is

Ψx̄ = {x̄ : x̄ = (x̄1, . . . , x̄M ) : xm ∈ Φ

xm + Qm ≤ Xm, m = 1, 2, . . . ,M} (47)

where Φ is the admission region given in (45).
At the decision epoch t, when a new signal arrives at the

system with the existing signals in state x̄(t), there are two
actions to be chosen for the new arrival, i.e., accept or reject.
Because our admission model has included the queueing issue,
the action space can be differently defined from the literature
(e.g., [29] and [33]) as

A={a : a=(a1, . . . , aM ) : am ∈ {0, 1}, m ∈ 1, 2, . . . ,M}
(48)

where

am =
{

1, if xm ∈ Φ
0, otherwise.

(49)

Note that a �= (0, 0, . . . , 0) when x̄ = (0, 0, . . . , 0); otherwise,
new connections are never admitted into the network, and the
system cannot evolve.

When the capacity is fully exploited by the existing signals,
a new class-m arrival could be admitted into the system as
long as the number of served and waiting signals is less than
the admission limit, i.e., xm + Qm ≤ Xm. Otherwise, the new
incoming signal is blocked (if am = 0 and xm + Qm > Xm).

It is common to model the dynamics of a multirate CDMA
system by an SMDP embedded at the expected sojourn time,
which is defined as the shortest time interval between two
consecutive events (e.g., [27]), given by

τx̄a =

[
M∑

m=1

{xmµm + Qmamµm + λmam

+λm(1 − am)u [Xm − (xm + Qm)]}
]−1

. (50)

with λm and µm being the average class-m arrival and depar-
ture rate, respectively. Notice that a new signal is blocked when
(1 − am)u[Xm − (xm + Qm)] = 0, where u[·] is the unit step
function.
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The state transition probabilities are defined as

P (ȳ|x̄,a)

=




λmamτx̄a, if ȳm = x̄m + em

λm(1 − am)u
× [Xm − (xm + Qm)] τx̄a, if ȳm = x̄m + e

(Q)
m

xmµmτx̄a, if ȳm = x̄m − em

Qmamµmτx̄a, if ȳm = x̄m − e
(Q)
m

0, otherwise

(51)

where m = 1, . . . , M . em = [1, 0] and e
(Q)
m = [0, 1] are 2-D

vectors that represent the transition of the current state x̄m to
the next state ȳm. For example, given x̄m = [xm, Qm], if there
is a class-m user arriving at queue m, then ȳm = [xm, Qm +
1] = x̄m + e

(Q)
m .

It is to be noticed that, in contrast to [27], in (50), for the
sojourn time, and in (51), for the transition probability, we have
included the terms Qmamµm and λm(1 − am)u[Xm − (xm +
Qm)] in order to account for the departure and arrival on queue
m, m = 1, . . . , M .

C. Admission Control Optimization

The cross-layer optimization is obtained by solving the fol-
lowing linear programming:

max
∑
x̄∈Ψx̄

∑
a∈Ax̄

∑
m∈M

�mqmxmτx̄aux̄a (52)

subject to∑
a∈Aȳ

uȳa −
∑
x̄∈Ψx̄

∑
a∈Ax̄

P (ȳ|x̄,a)ux̄a = 0

∑
x̄∈Ψx̄

∑
a∈Ax̄

τx̄aux̄a = 1

∑
x̄∈Ψx̄

∑
a∈Ax̄

(1 − am) {1 − u [Xm − (xm + Qm)]}

× τx̄aux̄a ≤ γm, m = 1, 2, . . . ,M

σmXm ≤
∑
x̄∈Ψx̄

∑
a∈Ax̄

xmτx̄aux̄a ≤ Xm, m = 1, 2, . . . ,M

ux̄a ≥ 0; x̄ ∈ Ψx̄, a ∈ Ax̄

where �m is the reward of class-m transmissions, and γm is the
maximum threshold of class-m blocking probability. ux̄a is the
long-run fraction of decision epochs at which the system is in
state x̄ and action a is made [33]. The first two equations hold
the state equilibrium. The third and fourth constraints stand for
blocking probability and transmission limits, respectively.

Note that we can replace qmxm in (52) with

(1 − am) {1 − u [Xm − (xm + Qm)]} . (53)

This leads to a minimization problem, which is given by

min
∑
x̄∈Ψx̄

∑
a∈Ax̄

∑
m∈M

�m(1 − am)

×{1 − u [Xm − (xm + Qm)]} τx̄aux̄a (54)

subject to the constraints in (52).

Fig. 4. Effect of channel noise (E1/N0). Optimum throughput versus s2/s1

with targeted SINR = 2 dB, G = 500, r2 = 2r1, and ε1 = ε2 = 0.01.

V. NUMERICAL RESULTS AND DISCUSSIONS

The numerical presentation consists of two major parts,
namely the MAC-PHY optimization and the optimal cross-
layer (CAC-MAC-PHY) admission control, as follows.

A. MAC-PHY Optimization

Here, we use the MAC-PHY optimization formula proposed
in (38) to study the impact of transmit power level and MAC-
layer delay constraints on the optimum throughput. At the end
of this section, we will show that (38) can be applied as a useful
formula to select an optimal number of data users in VSG-
integrated voice and data systems.
1) Optimal Power Selection: Consider a VSG-CDMA

dual-class system in the case of QPSK and BPSK. s2/s1 is the
power ratio, and r2/r1 is the rate ratio of class-2 over class-1.
Denote the class-1 rate by the basic rate and the class-2 by
the high rate. The other parameters are G = 500 and targeted
SINR ζ = 2 dB.

Fig. 4 is concerned with the impact of channel noise (rep-
resented by E1/N0) on the optimal selection of transmitted
powers. In the figure, the throughput (normalized transmission
rate) is plotted against the power ratio s2/s1 for r2 = 2r1 and
for different values of bit energy to Gaussian noise spectral
density ratios E1/N0 = 10, 15, 20, 30 dB, with E1 = s1/r1

being the transmit bit energy of class-1.
As far as the transmit power allocations among the different

classes are concerned, it is worth mentioning that most of
the previous research allocates the transmit powers such that
all classes would experience identical bit energies, i.e., E1 =
s1/r1 = s2/r2 = s3/r3 = . . . (e.g., [10]–[12]).

However, Fig. 4 reveals that this constant energy power
allocation seems to be optimal only at high bit energies to
background noise (high E1/N0). Otherwise, the optimal trans-
mit allocations somewhat depend on the change of E1/N0,
which reflects the amount of background channel noise. Then,
the optimal transmit power should be higher at low E1/N0.
For example, at E1/N0 = 15 dB, optimum s2/s1 = 3.0; then,
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Fig. 5. Effect of rate ratio (r2/r1). Optimum throughput versus s2/s1 in a
BPSK-based VSG-CDMA with targeted SINR = 2 dB, E1/N0 = 15 dB, and
ε1 = ε2 = 0.01.

E2,opt = 1.5 E1. However, at E1/N0 = 10 dB, optimum
s2/s1 = 4.0; then, E2,opt = 2E1. Observe that, for E1/N0 ≥
20 dB, the optimum ratio tends to be around the rate ratio. In
this case, each user would experience the same amount of bit
energy, i.e., E2,opt = E1 = s1/r1 = s2/r2.

In Fig. 5, we plot the throughput against the power ratio
s2/s1 for several rate ratios r2/r1 = 2, 3, 5, 10, 20 at E1/N0 =
15 dB. We observe that the constant energy power allocation is
optimal at a high rate ratio, e.g., r2/r1 ≥ 10. On the other hand,
the power ratio s2/s1 is suggested to increase. For instance,
at r2/r1 = 2, optimum s2/s1 = 3.0; then, E2,opt = 1.5E1. At
r2/r1 = 3, optimum s2/s1 = 4.0, and then, E2,opt = 1.33 E1.
2) MAC Layer Constraints: As mentioned in Section III-B,

we can relate the last line of the constraints in (38) to the QoS
requirements of some higher layers, e.g., MAC layer. Then,
we have

σmXm ≤ xm ≤ Xm, m = 1, 2 (55)

where xm is the number of transmitted packets. Xm, which is
the upper bound of transmission, is limited here by the buffer
size. σm is defined as a transmission limit factor, which is used
to arbitrarily control the minimum transmission of class-m.

Let us again consider a BPSK-modulated VSG-CDMA dual-
class system with G = 500, E1/N0 = 15 dB, targeted SINR
ζ = 2 dB, ε1 = ε2 = 0.01, X1 = X2 = 10, and σ1, σ2 ∈ [0, 1].
To simplify the presentation, assume s2/s1 = r2/r1.

Fig. 6 is concerned with the issue of fairness transmissions
for a multirate CDMA system. Without the lower bound of
class-1 and class-2 transmissions (σ1 = σ2 = 0), the optimal
scheduler allocates around 80% of the total bandwidth (rate)
to class-2 traffic (see the solid curves). According to this,
the overall throughput would be maximized, but the fairness
problem of the low-rate (class-1) transmissions could occur.
To reduce such a problem, the constraints in (55) are applied
(see the dot curves). With the appropriate values of the lower
bound transmissions (by letting σ1 = 0.5 and σ2 = 0.2), the
throughput of class-1 increases to 40%, and thus, the problem of

Fig. 6. Minimum transmission constraint. Optimum throughput versus
E1/N0 in a BPSK-based VSG-CDMA with targeted SINR = 2 dB, G = 500,
ε1 = ε2 = 0.01, s2 = 2s1, σ1 = 0.5, σ2 = 0.2, and X1 = X2 = 10.

Fig. 7. Optimal selection of number of data users in a BPSK-based VSG-
CDMA. Targeted SINR = 2 dB, G = 500, E1/N0 = 15 dB, and xv = 50.

fairness is alleviated. However, one should keep in mind that the
compensation of low-rate transmissions could lead to a penalty
on overall optimum throughput. From Fig. 6, it is found that
the overall optimum throughput (total class-2 + class-1 rate)
reduces when the lower bound constraints are included.
3) Integrated Voice and Data VSG-CDMA: Let us consider

an integrated voice and data BPSK-modulated VSG-CDMA
system. Because voice is regarded as a real-time traffic, its
transmissions always take priority over data in terms of re-
source allocation.

We fix the number of voice users at 50 and obtain the
optimum number of data users by (38). Although the number
of voice users is kept constant, their interference is an RV
because of the activity probability qv ∈ [0, 1]. Let G = 500,
E1/N0 = 15 dB, targeted SINR ζ = 2 dB, rd = 2rv , and
(sd/sv)/(rd/rv) = 1, where the subscripts v and d represent
voice and data, respectively.

In Fig. 7, we plot the optimum number of data users versus
qv for different outage probability constraints and rate ratios.
It is obvious that the optimum number of existing data users
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Fig. 8. Multicell (effect of channel noise). Optimum throughput versus
(s2/s1) in a BPSK-based VSG-CDMA with targeted SINR = 2 dB, β = 4,
G = 500, ε1 = ε2 = 0.01, and r2 = 2r1.

Fig. 9. Multicell. Optimal selection of number of data users in a BPSK-based
VSG-CDMA. Targeted SINR = 2 dB, G = 500, β = 4, E1/N0 = 15 dB,
and xv = 50.

linearly goes down against the increase of voice load (which
is represented by qv). These curves can be used to select the
optimum number of data users. For example, at voice load, qv =
0.4, xv = 50, rd = 2rv , and the optimum number of data users
is 13, each of which has the maximum allowance of the outage
probability εd = 0.01.
4) Multicell VSG-CDMA: Consider a BPSK-modulated

dual-class VSG-CDMA system, and let G = 500, r2 = 2r1,
targeted SINR ζ = 2 dB, and β = 4.

In Fig. 8, the power ratio (s2/s1) is plotted with the through-
put for a different E1/N0 in a multicell environment. Similar
to the single-cell case, the constant energy power allocation is
optimal only at high E1/N0. Otherwise, it is recommended to
increase. For instance, at E1/N0 = 20 dB, optimum s2/s1 =
2.0, whereas at E1/N0 = 10 dB, optimum s2/s1 = 4.0.

Fig. 9 demonstrates the optimal selection on the number of
data users. Let the system parameters be the same as Fig. 7 in
Section V-A3 (for the single-cell case). Analogously, the opti-
mum number of data users linearly reduces with the increasing

Fig. 10. Optimal admission policy versus complete sharing policy. Through-
put plotted with G = 500, targeted SINR = 2 dB, E1/N0 = 15 dB, ε1 =
ε2 = 0.01, r2 = 2r1, (s2/s1)/(r2/r1) = 1, λ1 = µ1 = µ2 = 1, and γ1 =
γ2 = 0.1.

voice activity probability. However, because the intercell inter-
ference is included, the optimum number of existing users (for
multicell) is less than that of the single-cell case by around 25%.

B. CAC-MAC-PHY Optimization

1) Optimal Admission Policy: This subsection is concerned
with the joint optimal admission policy over three layers—the
PHY, MAC, and CAC layers. The optimization formula in
(52) is used where the optimum solutions are obtained by
the simplex method. To evaluate the system performance of
the proposed optimal policy, we compare it with that of the
conventional complete sharing policy (see [26] and [33]) in
which the total resource is fully shared by all existing users in
the system.

The admission region of both policies is given by (45).
Here, we measure the performance in terms of overall average
throughput and blocking probability. Consider a dual-class
single-cell VSG-CDMA system in the case of BPSK and QPSK
with the system parameters (categorized by layer)

PHY Layer : G = 500, targeted SINR ζ = 2 dB
E1/N0 = 15 dB, ε1 = ε2 = 0.01
r2 = 2r1, s2/s1 = r2/r1

MAC Layer : q1 = q2 = 1, X1,min = X2,min = 0
X1,max = X2,max = 10

CAC Layer : λ1 = 1, µ1 = µ2 = 1
γ1 = γ2 = 0.1, �2 = 2, �1 = 1.

Fig. 10 shows the throughput comparison between the joint
optimal admission policy and the complete sharing policy. By
setting the class-1 arrival rate and departure rate at λ1 = 1 and
µ1 = 1, we observe the system where the class-2 arrival rate
(λ2) varies from 1 to 100. From the result, the throughputs
are greatly improved by the optimal policy for both BPSK and
QPSK. For example, at λ2/λ1 = 10, the throughput increases
by 35%. Furthermore, when λ2/λ1 > 20, the throughput is
improved by more than 40%.
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Fig. 11. Optimal admission policy versus complete sharing policy. Class-
2 blocking probability plotted with G = 500, targeted SINR = 2 dB,
E1/N0 = 15 dB, ε1 = ε2 = 0.01, r2 = 2r1, (s2/s1)/(r2/r1) = 1, λ1 =
µ1 = µ2 = 1, and γ1 = 0.1.

Fig. 11 represents the class-2 blocking probability versus
λ2/λ1. By fixing the class-1 blocking probability at 0.1, we
see that the class-2 blocking probability noticeably reduces by
50%, particularly when λ2/λ1 > 20.

As seen from the results in Figs. 10 and 11, the proposed
optimal policy can improve performance by up to 50% in
terms of throughput and blocking probability. In addition, this
optimal policy is applicable for both BPSK- and QPSK-based
VSG-CDMAs.
2) Optimal Admission for an Integrated Voice and Data

System: Consider a BPSK-modulated integrated voice and
data VSG-CDMA with the following parameters: G = 500,
Ev/N0 = 15 dB, targeted SINR (ζd) = 2 dB, εd = 0.01, rd =
2rv , (sd/sv)/(rd/rv) = 1, and xv = 50. Again, assuming
voice traffic is given priority over the data, then the admission
policy is regarded as complete partitioning [26]. Denote Mv

and Md by the number of classes for voice and data, and let
Mv = Md = 1. Under complete partitioning policy, the data is
treated as a best-effort traffic. Then, the admission region of
data service can be expressed as

Ψd =

{
(xd,1, . . . , xd,md

) ∈ IM
+ :

Md∑
m=1

xd,m

×


 ln [V (mζd,m)] + 6 ln [U(mζd,m)]

ln [(1 − εd,m)V (mζd,m)] + msd,1/sd,m

E1/N0
ζd,m




≤ 1 − Ψv

}
(56)

Ψv =
Mv∑

m=1

qv,mxv,m

×


 ln [V (mζv,m)] + 6 ln [U(mζv,m)]

ln [(1 − εv,m)V (mζv,m)] + msv,1/sv,m

E1/N0
ζv,m


 (57)

where Ψv can be interpreted as the capacity occupied by voice
users. As a result, the optimal cross-layer admission control is

Fig. 12. Optimal admission policy. Optimum number of data users ver-
sus voice activity probability in a BPSK-based VSG-CDMA with G =
500, targeted SINR = 2 dB, Ev/N0 = 15 dB, εd = 0.01, rd = 2rv ,
(sd/sv)/(rd/rv) = 1, and xv = 50.

given by

max
∑
x∈Ψd

∑
a∈Ax

∑
m∈Md

�mxd,mτxauxa (58)

subject to the constraints and system-state variables in (52).
In Fig. 12, the optimum number of data users is plotted

against voice activity factor (qv) in the case of a different block-
ing probability, i.e., γd = 0.05, 0.1, and 0.2. The traffic intensity
of the data is maintained at λd/µd = 20. With this figure, we
can optimally select the number of data users for different
voice load and blocking probability constraints. For example, at
qv = 0.5 and γd = 0.1, the optimum number of data users is 16.

VI. CONCLUSION

We have proposed a new linear programming approach for
throughput maximization on the uplink of a multiclass VSG-
CDMA in Rayleigh fading in the case of both BPSK and
QPSK-modulated systems. Based on the accurate interference
model, exact closed-form expressions of the outage probability
have been derived and used as a PHY layer constraint of
the maximization problem. We have found that it is possible
to transform the nonlinear constraint into a set of equivalent
linear expressions. This facilitates the introduction of a new
linear programming approach for the throughput maximization,
which considerably reduces the computational complexity in
comparison to the known nonlinear approaches. Owing to the
simplicity of our linear programming approach, we can include
the constraints of higher layers, i.e., MAC and CAC layers, in
the proposed linear formula. This allows us to formulate a new
linear MAC-PHY optimization and cross-layer (CAC-MAC-
PHY) optimal admission policy.

In the case of the MAC-PHY optimization, the numerical
results reveal that the throughput is maximized, at low back-
ground noise level, when every user (of every data rate) retains
the same bit energy, particularly in the case where the difference
in data rates is high. However, at high background noise, the
throughput would be maximized when a larger amount of bit
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energy is allocated to the high-rate transmissions. For the joint
optimal policy, the results show that the throughput and the
blocking probability are improved up to 50% in comparison
with the conventional admission policy, which is known as the
complete sharing policy.
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