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Abstract

This paper proposes the use of self-organizing maps (SOMs) to the blind source separation (BSS) problem for nonlinearly mixed signals corrupted with multiplicative noise. After an overview of some signal denoising approaches, we introduce the generic independent component analysis (ICA) framework, followed by a survey of existing neural solutions on ICA and nonlinear ICA (NLICA). We then detail a BSS method based on SOMs and intended for image denoising applications. Considering that the pixel intensities of raw images represent a useful signal corrupted with noise, we show that an NLICA-based approach can provide a satisfactory solution to the nonlinear BSS (NLBSS) problem. Furthermore, a comparison between the standard SOM and a modified version, more suitable for dealing with multiplicative noise, is made. Separation results obtained from test and real images demonstrate the feasibility of our approach.
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1. Introduction

One of the increasingly important tools in signal processing is independent component analysis (ICA; Comon, 1994). This was initially proposed to provide a solution to the blind source separation (BSS) problem (Hérault, Jutten, & Ans, 1985), namely how to recover a set of unobserved sources mixed in an unknown manner from a set of observations. Since then, numerous algorithms based on the ICA concept have been employed successfully in various fields of multivariate data processing, from biomedical signal applications and communications to financial data modelling and text retrieval.

While linear mixtures of unknown sources have been examined thoroughly in the literature, the case of nonlinear ones remains an active field of research. This is due to the reduced representation of real-world datasets by the standard ICA formulation, which implies linear mixings of independent source signals. A common assumption of linear ICA-based methods is the absence of noise and that the number of mixtures must, at least, equal the number of sources.

Existing nonlinear ICA (NLICA) methods can be classified into two categories (Lee, 1999). The first models the nonlinear mixing as a linear process followed by a nonlinear transfer channel. These methods are of limited flexibility as they are often parametrized. On the other hand, the second category employs parameter-free methods, which are more useful in representing more generic nonlinearities. A common neural technique in this second category is the well known self-organizing map (SOM), mainly used for the modelling and extraction of underlying nonlinear data structures. SOMs (Kohonen, 1997) are neural network-based techniques using unsupervised learning and can provide useful data representations, such as clusters, prototypes or feature maps concerning the prototype (input) space. Early work on the application of SOMs to the NLICA problem has been done by Pajunen, Hyvärinen, and Karhunen (1996) and Herrmann and Yang (1996). Further work on NLICA has shown that there always exists at least one solution that is highly nonunique. However, additional constraints (e.g. the mixing function must be a conformal mapping from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \) and independent components must have bounded support densities) are needed to guarantee uniqueness (Hyvärinen & Pajunen, 1999).

The use of SOM-based separating structures can be justified as SOMs perform a nonlinear mapping from an input space to an output one usually represented as a low dimensional lattice. Using some suitable interpolation method (topological or geometrical), the map can be made continuous to provide estimates of the unknown signals.
However, there are difficulties associated with the nonlinear BSS (NLBSS) problem, such as its intrinsic indeterminacy and the unknown distribution of sources as well as the mixing conditions (which depend on the strength of the unknown nonlinear function involved in the mixing process), and the presence of noise (correlated or not). All these make it difficult for a complete analytical study of SOM behaviour when applied in this context.

The purpose of this paper is to show that an extended SOM-based technique can perform NLICA for the denoising of images. The advantages as well as the drawbacks of this technique, associated mainly with its high computational cost, will be discussed. After an overview of some signal denoising methods, followed by an introduction to the generic ICA problem and a brief presentation of some neural methods applied to the NLICA case, we will focus on the SOM’s inherent nonlinear properties which make the NLBSS problem tractable. Then, we detail an image denoising scheme using SOMs. A comparative study between a modified SOM algorithm (Der, Balzuweit, & Herrmann, 1996), the original one and other nonlinear denoising techniques such as kernel principal component analysis (KPCA) and wavelet decomposition in the presence of multiplicative noise, will be validated by simulations and some real images.

2. Other signal denoising approaches

Image noise removal is traditionally achieved by linear processing techniques such as Wiener, low-, high- or band-pass filtering (Gonzalez & Woods, 2002). They can smooth (low-pass filters), enhance high spatial frequency characteristics (high-pass filters) or reduce specific noises (band-pass filters), while Wiener filtering is optimal in the least MSE sense. Their popularity is due to their mathematical simplicity and efficiency in the presence of additive Gaussian noise, but they tend to blur edges and do not remove heavy tailed (salt and pepper type noise, for example) and signal dependent noise. A classical nonlinear alternative to the above-mentioned drawbacks is median filtering defined as the median of all pixels within a neighbourhood of an image. It performs well in speckle noise removal and it preserves edge sharpness. An illustration example of its performance on real image data will be given for comparison purposes in Section 6.

Two other approaches providing promising results in the signal and the image denoising research areas are the KPCA and the wavelet transform. The former can be considered as a nonlinear generalization of linear principal component analysis (PCA). An introduction to KPCA with examples of its potential applications have been given by Müller, Mika, Rätsch, Tsuda, and Schölkopf (2001) and Schölkopf et al. (1999). The basic idea behind the kernel-based methods is the use of a kernel function \( k \) instead of dot products of the input space points, in order to map the data with a nonlinear mapping \( \Phi \) associated with \( k \), from the input space \( \mathbb{R}^n \) to the feature space \( \mathcal{F} \):

\[
k(x, y) = \langle \Phi(x), \Phi(y) \rangle, \quad x, y \in \mathbb{R}^n.
\]

Kernels may be polynomial, sigmoid or radial basis functions (RBF) \( k(x, y) = \exp(-\|x - y\|^2 / c) \), to name a but a few. Due to the kernel function (also known as the kernel trick), the mapping \( \Phi \) does not need be explicit. Moreover, nonlinear problems in input space are transformed to linear ones in feature space, but, due to the nonlinear nature of the map \( \Phi \), not all points in \( \mathcal{F} \) have exact pre-images in the input space. Mika et al. (1999) and Schölkopf, Mika, Smola, Rätsch, and Müller (1998) proposed an algorithm for computing approximate pre-images using kernels with the property \( k(x, x) = 1 \), \( \forall x \in \mathbb{R}^n \), such as RBF functions, and applied it successfully to the denoising of 2D signals and images of handwritten digits. This kernel-based approach is linked with other nonlinear component analysis methods (Schölkopf, Smola, & Müller, 1999) and has been recently extended and applied to the NLBSS problem (Harmeling, Ziehe, Kawanabe, Blankertz, & Müller, 2001). It will be used for a comparison in Section 6.

Wavelet decomposition is based in the notion of optimal time–frequency localization (Mallat, 1989). Various wavelet transform-based techniques for signal and image denoising have been developed through the last decade. Probabilistic approaches model the wavelet coefficients associated with noise by various distributions and lead to signal-image enhancement by classical or optimal thresholding of these coefficients. Wavelet shrinkage has also been successfully used for image denoising (Donoho, Laird, & Rubin, 1995). It consists of nonlinearly transforming the wavelet coefficients by using fixed (standard wavelet shrinkage; Weyrich & Warhola, 1998) or adaptive (sparse wavelet shrinkage; Hoyer, 1999) transforms, reducing or suppressing thus low-amplitude values. Denoising by standard wavelet decomposition will be compared with our method in this paper.

3. Independent component analysis

The BSS problem was first introduced by Hérault et al. (1985), while the underlying ICA technique was first rigorously developed by Comon (1994) as a generalization of the PCA technique. ICA is one method for performing BSS that aims to recover unknown source signals from a set of their observations, in which they are mixed in an unknown manner. By minimizing the mutual information between the components of the output vectors of the demixing system, ICA tries to estimate both the mixing function and a coordinate system in which the source signal estimates become as mutually statistically independent as possible. A study of the stability, convergence and equivalent properties between various information-based
techniques for ICA is given by Lee, Girolami, Bell, and Sejnowski (2000).

Let \( \mathbf{x}(t) = [x_1(t), \ldots, x_m(t)]^T \in \mathcal{X} \) be an \( m \)-dimensional mixture vector from the observation space and \( \mathbf{s}(t) = [s_1(t), \ldots, s_n(t)]^T \in \mathcal{S} \) the unknown \( n \)-dimensional source vector from the source space at discrete time \( t \), where the superscript \( T \) denotes the matrix transpose operation. Then, the generic ICA problem can be formulated as

\[
\mathbf{x}(t) = \mathcal{F}[\mathbf{s}(t)],
\]

where \( \mathcal{F} \) is the unknown and generally nonlinear transformation of the source vector. If \( \mathcal{F} \) is linear, then some assumptions are necessary in order to estimate its inverse.

### 3.1. Linear ICA model

The most common linear ICA model is the noiseless one:

\[
\mathbf{x}(t) = A\mathbf{s}(t),
\]

where \( A \) is a \( m \times n \) matrix, called the mixing matrix. The mutual statistical independence of the source components at a certain order and at each time index \( t \) is the basic assumption on which ICA is based to solve the BSS problem:

\[
p[\mathbf{s}(t)] = \prod_{i=1}^{n} p[s_i(t)].
\]

Other common assumptions include that there are at least as many sensor responses as source signals, i.e. \( m \geq n \) and that at most one Gaussian source is allowed. A study of all the necessary assumptions satisfying the strict mathematical conditions imposed by the ICA theoretical frame and grouped under the term ‘separability’ is given by Cao and Liu (1996).

#### 3.1.1. Linear ICA and additive noise

Another concern is the presence of (generally) additive noise, which is usually assumed to follow a normal distribution. Denoting the additive noise vector by \( \mathbf{v}(t) = [v_1(t), \ldots, v_m(t)]^T \) which will be called sensor noise in this article, then a more realistic and general ICA model is the noisy case:

\[
\mathbf{x}(t) = A\mathbf{s}(t) + \mathbf{v}(t).
\]

Note, that the performance of many linear ICA algorithms depends on the mixing and noise conditions and that one can perform a signal noise separation by considering the noise (not the sensor noise) as a process with mutually independent components and independent from the source signal vector components and identify it as one of the source signals.

#### 3.1.2. Pre-processing, source estimation and indeterminacies

A common pre-processing step in ICA-based techniques is ‘whitening’, also known as ‘sphering’ of the mixing vector \( \mathbf{x}(t) \), to provide uncorrelated components \( \hat{\mathbf{u}}(t) = U(t)\mathbf{x}(t) \). The whitening matrix \( U \) is usually computed after singular- or eigen-value decomposition of the covariance matrix of \( \mathbf{x}(t) \). After sphering, it is sufficient to estimate the orthogonal demixing matrix. The whitening can be performed by various techniques such as factor analysis (FA; Ikeda & Toyama, 2000) or linear PCA which yields zero mean and unit covariance (whitened) data, and so reduces the complexity of the linear BSS problem (Hyvärinen, 1999; Hyvärinen & Oja, 2000). Fig. 1 summarizes the mixing and separation steps in the general BSS problem.

Finally, if the noiseless ICA model of Eq. (3) is considered then ICA aims to find an estimated source signal vector \( \hat{\mathbf{y}}(t) = \hat{\mathbf{s}}(t) \) such that:

\[
\mathbf{y}(t) = W\hat{\mathbf{x}}(t) = W\hat{\mathbf{A}}s(t).
\]

\( W \) is the inverse linear transformation of \( A \) such that the components of the demixing system output vector \( \mathbf{y}(t) \) are as independent as possible by maximizing objective (contrast) functions (Comon, 1994) according to certain criteria, such as the information maximization principle Infomax (Bell & Sejnowski, 1995). Note that, as defined in this section, \( W \) is optimal for the model of Eq. (3) but not for the noisy linear ICA model of Eq. (5). There still remains some indeterminacies intrinsic to the general linear BSS problem concerning the permutation, scale and sign of the estimated sources.

#### 3.2. Nonlinear ICA model

Let us now consider the general ICA model (2) where \( \mathcal{F} \) is a nonlinear transformation. In NLICA, the aim is to find a nonlinear transformation \( g \) so that the components of \( \mathbf{y}(t) = g[\mathbf{x}(t)] \) are independent. NLICA applied to the NLBSS problem aims to find the inverse nonlinear transformation \( \mathcal{F}^{-1} \) so that the source signals estimates vector \( \mathbf{y}(t) \) satisfies:

\[
\mathbf{y}(t) = \mathcal{F}^{-1}[\mathbf{x}(t)].
\]

In real problems it is more likely for \( \mathcal{F} \) to be nonlinear and there is often a noise term to perturb the previous noiseless model. This noise term \( \mathbf{v}(t) \) can be additive or multiplicative, and with various distributions (correlated or not with the source signals). The complexity of the noisy NLICA model suggests the use of a flexible method that may need to be tailored to the experimental context. Except for the two general classes of NLICA methods introduced in Section 1, some research has addressed a compromise...
between standard linear and purely NLICA methods, such as the ICA mixture models introduced by Lee, Lewicki, and Sejnowski (1999) and the local linear ICA using K-means clustering presented by Karhunen and Malaroiu (1999). The first tries to relax the independence assumption of the generic ICA model. While the second is closely related to the batch version of the SOM, but standard K-means clustering is used, because of the fairly small number of clusters involved.

Various artificial neural networks have also been applied to the NLBSS problem. The use of multilayer perceptrons (MLP) motivated by biomedical applications has been studied by Lee, Koehler, and Orglmeister (1997), while earlier Burel (1992) employed a two-layer perceptron. Recently, a RBF network (Tan, Wang, & Zurada, 2001) has been used to recover the unknown sources from their nonlinear mixtures in the presence of cross-nonlinearities. This method appears robust against additive, uniformly distributed white noise, but a further noise suppression technique is necessary to denoise the separated source. The technique is based on competitive learning and transforms an input space of arbitrary dimension using a novel aspect of this algorithmic scheme is the use of an inverse nonlinearity. However, the approach is limited to a certain class of nonlinear mixtures and can be considered as fairly restrictive. A generalization to a rather larger class of functions is given by Häyriöinen and Pajunen (1999) using the notion of conformal mapping into the complex domain. We will now focus into the application of a SOM-based NLICA technique to the image denoising problem, after a brief revision of the SOM algorithm.

4. The SOM Algorithm

The SOM algorithm is based on competitive learning and transforms an input space of arbitrary dimension using a topology preserving nonlinear mapping. Each neuron, \( j \), \( 1 \leq j \leq l \) is connected to the input through a synaptic weight vector \( \mathbf{w}_j = [w_{j1}, \ldots, w_{jm}]^T \). At each iteration, SOM finds the best-matching (winning) neuron \( \mathbf{v} \) by minimizing the following cost function:

\[
\mathbf{v}(\mathbf{x}) = \arg \min \| \mathbf{x}(t) - \mathbf{w}_j \|, \quad j = 1, \ldots, l.
\]

where \( \mathbf{x} \) belongs to an \( m \)-dimensional input space, \( \| \cdot \| \) denotes the Euclidean distance, while the update of the synaptic weight vectors follows:

\[
\mathbf{w}_j(t + 1) = \mathbf{w}_j(t) + \alpha(t) h_{j/\text{win}}(t)[\mathbf{x}(t) - \mathbf{w}_j(t)],
\]

where \( \alpha(t) \) and \( h_{j/\text{win}}(t) \) designate the learning rate and the neighbourhood function centred on the winner, respectively. Although the algorithm is simple, its convergence and accuracy depend on the selection of the neighbourhood function, the topology of the output space, a scheme for decreasing the learning rate parameter, and the total number of neuronal units. For the experiments described below, we used the rules proposed by Haykin (1997) for the dynamic update of \( \alpha \) and \( h_{j/\text{win}} \).

4.1. Continuous SOMs

When dealing with continuous signals, an interpolation between the winner and its neighbours is necessary to make the map continuous. Different interpolation types can be employed. Geometric interpolation (Göppert & Rosenstiel, 1993) uses orthogonal projections, in the \( n \)-dimensional SOM’s output layer, of the vector formed by the approximation to the exact input onto the one formed by the approximation of the second best-matching unit. Topological interpolation (Göppert and Rosenstiel, 1995) is based on selecting the topological neighbours of the winner, which is an advantage over the geometrical method unless there are topological defects on the chosen map.

4.2. SOM in presence of noise

A modified version of the original Kohonen algorithm for constructing nonlinear data models in the presence of noise is given by Der et al. (1996), which provides a good approximation of the principal manifolds modelling the data distributions in the presence of multiplicative noise. The novel aspect of this algorithmic scheme is the use of an individual neighbourhood for each neuron. The width of the Gaussian neighbourhood functions is adjusted to keep them near their critical value. By averaging over the deviations of the input samples from the winning neurons, an estimate of the manifold in the data space can be obtained. In Section 6, we show that this modified algorithm outperforms the original SOM when applied to simulated signals as well as to test images.

4.3. NLICA using SOMs

The initial results on the application of SOMs to the NLBSS problem were reported by Pajunen et al. (1996). Finding an inverse nonlinear transform \( \mathcal{F}^{-1} \) from \( \mathbb{R}^n \to \mathbb{R}^n \) is not a trivial problem unless additional constraints are applied. Here, the authors restricted \( \mathcal{F} \) to the family of homeomorphism functions. The desired mapping must be
5. A SOM-based signal denoising method

Many data processing applications concern the removal of noise and most BSS research using ICA techniques concerns specific noise distributions (usually additive noise) or is based on the low amplitude/noiseless model as described by Eq. (3). However, real-world signals are often corrupted in a more complex way. The signal-to-noise ratio (SNR) of all low level light images is dominated by photon, or shot, noise due the random arrival of individual photons at a detector. This noise source is multiplicative in nature. Other noise sources include speckle, salt and pepper or quantization noise occurring in an additive or multiplicative manner and which can be fitted to various distributions such as Gaussian or Poisson. Such factors cause many existing NLICA techniques to fail. As SOMs offer a data-driven, parameter-free, nonlinear approximation method, one can consider a SOM-based NLICA technique as an alternative to other techniques such as sparse code and wavelet shrinkage, mentioned earlier.

5.1. Image denoising using a 2D SOM

The proposed image denoising method requires at least two image frames of the same scene and does not use any additional information concerning either the sources or the mixtures. The pre-processing of the images set as well as the post-processing step dealing with the indeterminacies inherent to the ICA problem are presented and discussed.

5.1.1. Pre-processing of the image data

Each one of the two available image frames \( I \) of dimension \( d_h \times d_w \) pixels (height \( \times \) width) is decomposed into distinct windows of dimension \( p = N_h \times N_w \) pixels. Hence, one obtains \( N = (d_h/N_h) \times (d_w/N_w) \) sub-images \( I_j \), \( 1 \leq j \leq N \) rearranged as 1D vectors of length \( p \) and normalized. Finally, the sub-images are whitened by standard PCA. From now on, we will denote by \( I_{ij} \) and \( I_{ij}, 1 \leq j \leq N \) the sub-images corresponding to the first and the second available image frames, respectively.

5.1.2. Definition of the sources and the mixtures

Applying a SOM-based NLICA technique requires the determination of the sources, mixtures and verification of the separability property (Section 3.1). The last is a very difficult task within a nonlinear framework. Nevertheless, it is reasonable to assume that the sources to be separated are a denoised version of the original image frames and the noise contained in those images. For this to be valid, the output of the SOM must be a 2D lattice that recovers the two input layer and output layer, respectively. It then remains to define the model vectors \( w_j, 1 \leq j \leq l \) and perform an appropriate interpolation step to complete the separation task, if continuous sources are desired.
separated sources \( y(t) = [\hat{s}_1(t), \hat{s}_2(t)] \) corresponding to the
denoised sub-image and the noise, respectively. As for the
mixture vector \( x \), it is composed by the sub-images \( I_{1j} \) and
\( I_{2j} \), \( 1 \leq j \leq N \) generated in the pre-processing step. Fig. 3
shows the employed two mixtures—two sources approach.
After SOM convergence and interpolation of its output co-
dinates, it remains to rearrange and reposition the
estimated vectors with respect to the whole image frame
to obtain a normalized version of the partially reconstructed
denoised image and noise signals. Repeating this process for
all the \( N \) sub-images \( I_{1j} \) and \( I_{2j} \), leads to the estimation of
two signals: (i) an enhanced version of the noisy image
frame and, (ii) a noise which corrupted both image frames.

5.1.3. Relaxing the indeterminacies

The main indeterminacies arising from the proposed
separation scheme concern the order and sign of the
separated signals. As the whole image \( I \) is windowed,
there is no guarantee that the entire set of the estimated sub-
images \( \hat{s}_1 \) and \( \hat{s}_2 \) will be of the same scale and sign (note
that, the scale indeterminacy does not affect the denoising
scheme). This is more problematic when the image is too
large and if is chosen too small, unless a reliable technique is
found to rearrange automatically the separated signals.
The order of the estimated signals for each sub-image may not
necessarily remain unchanged. It is not certain that each one
of the first and the second \( i \)th and \( j \)th, \( 1 \leq i, j \leq N \)
estimated sub-images belongs to the first and the second
global reconstructed images, respectively. This means that
a classification procedure after separation is needed.

In order to overcome these problems, we implemented a
method based on the correlation coefficient \( \rho \) which for two
random variables \( X_i \) and \( X_j \) is defined as \( \rho_{i,j} = \frac{C_{ij}}{\sqrt{C_{ii}C_{jj}}} \),
where \( C_{ij} \) is the covariance of \( X_i \) and \( X_j \) and \( \rho_{i,j} \in [-1, 1] \),
which vanishes for independent variables. First, according to
\( \hat{\rho}_{i,j} = \frac{1}{2} (\rho_{i,j} + \rho_{j,i}) \), \( \forall j \in [1,N], i = 1, 2 \)
the order of the separated sub-images will be switched
whenever the condition \( |\hat{\rho}_{i,j}| < |\hat{\rho}_{j,i}| \), \( 1 \leq j \leq N \) is satis-
fied. After the classification procedure, the sign of each
estimated and normalized sub-image vector will be inverted
depending on:
\[ \hat{\rho}_{i,j} < 0, \quad \forall j \in [1,N], i = 1, 2. \]
This automated task of classification and sign inversion has
proven to be robust, but only the first step is essential as the
experimental results will confirm.

5.1.4. Post-processing and multiplicative noise removal

As mentioned in Section 4.3, divergence of the true
sources pdf from the uniform one or strong nonlinearities
may result in poor separation results by a SOM network.
Furthermore, it is assumed that we have no prior knowledge
about the way the noise source corrupted the images. For
these reasons, and because the raw separated images issued
from experiments with test and real image frames are still
correlated with the noise source, we now describe the
proposed image enhancement method.

Let us consider the following NLICA model for the two
mixtures—two sources case:
\[ x_1(t) = s_1(t)[1 + \alpha_1 s_2(t)], \quad x_2(t) = s_1(t)[1 + \alpha_2 s_2(t)], \]
where \( s_1 \) and \( s_2 \) correspond to the noise-free image and the
noise source, respectively. Some remarks can be made about
this model. First, it assumes that the noise component $s_2$ is common to both sources and that only its contribution varies from frame to frame. Moreover, one could complete the previous model by a noise term $\nu$ corresponding to the sensor noise (see Section 3.1.1) which can be additive (e.g. thermal noise, quantization noise), multiplicative (e.g. speckle) or which can corrupt the image in a more complex way. In the absence of any prior knowledge concerning the noise, we considered the simplified model of Eq. (12) that we validated by experiments on test and real images.

After convergence of the SOM network and assuming that the SOM approximated well the inverse nonlinear transformation, we obtain the estimated noise-free image $\hat{s}_1$. But, experiments have shown that some sub-image parts of $\hat{s}_1$ still remain noisy after separation. So, we enhance each one of the noisy frames by adding (subtracting) a slightly increasing quantity $\alpha = \{\alpha_1, \alpha_2\}$ of the normalized estimated noise source $\hat{s}_2$ to (from) the available noisy image frames. This can be formulated by:

$$\hat{s}_{11}(t) = s_1(t)[1 \pm \alpha_1 \hat{s}_2(t)],$$

$$\hat{s}_{12}(t) = s_2(t)[1 \pm \alpha_2 \hat{s}_2(t)],$$

where $\hat{s}_{11}$ and $\hat{s}_{12}$ are enhanced versions of the first and the second noisy frames, respectively. A unique denoised image may be obtained by averaging over $\hat{s}_{11}$ and $\hat{s}_{12}$. The coefficients $\alpha_{\text{opt}}$ are optimal in the peak signal-to-noise ratio (PSNR) sense, defined as:

$$\text{PSNR} = 10 \log_{10}
\left(\frac{P_{\text{max}}}{\text{MSE}}\right),$$

where $P_{\text{max}}$ is the maximum value of the image pixel intensity and MSE denotes the mean-squared error between the original image and its estimate. However, this requires additional knowledge concerning the noise-free image (Hoyer, 1999). For real image denoising, $\alpha_{\text{opt}}$ is determined empirically.

### 6. Experiments

In this section, we first compare the performances of the SOM algorithm and its modified version on simulated nonlinear mixtures as well as test images. Then we apply the previously described SOM-based image denoising scheme to real images, together with a performance analysis of the proposed approach. Note also that for all of our experiments we used greyscale images.

#### 6.1. Simulation on continuous sources

In order to compare the performances of the original SOM algorithm (Section 4) and its modified version (Section 4.2), which will be denoted by SOM-m, we carried out simulations using the same signal sources as given by Pajunen et al. (1996). The first source $s_1$ is a sinusoid and the second source $s_2$ a uniformly distributed white noise. These sub-Gaussian signals were first mixed linearly with matrix

$$A = \begin{bmatrix} 0.7 & 0.3 \\ 0.3 & 0.7 \end{bmatrix},$$

whose determinant has a value of 0.4 ensuring the well conditioning of the mixing, providing thus the observation vector $x$ ($m = 2$). This vector was next transformed non-linearly by using:

$$\mathcal{F}(x) = x^3 + x.$$  \hspace{1cm} (15)

Clearly, the observations are obtained as post-nonlinear mixtures of the sources: $x = \mathcal{F}(A s)$ (Taleb & Jutten, 1999). Finally, they were corrupted with multiplicative noise $\nu$ of arbitrary variance $\sigma^2$, generated randomly from a uniform distribution.

Table 1 summarizes the results of this simulation, where $\hat{s}_{11,2}$ denote the sinusoid and the white noise sources and their estimates, respectively. Some experiments also employed a PCA pre-processing before applying the SOM-based NLBSS method and used the SNR to quantify the separation results.

For the source of interest being $s_1$, it can be observed that in the absence of a pre-whitening step and excepting the case of small noise variance ($\sigma^2 = 0.01$), SOM-m greatly enhances the SNR. While, when applying a PCA pre-treatment to the mixtures, the locally varying neighbourhood width of the SOM-m algorithm in conjunction with the presence of noise helps the map during training to escape from local minima. Nevertheless, due to the correlation of the noise with each of the source signals, the estimated sources remain fairly noisy, as illustrated in Fig. 4. In summary, the SOM-m algorithm performs better than the standard SOM (with and without pre-whitening) in presence of multiplicative noise.

An overall image of the performance of linear and nonlinear techniques, is provided by Table 2 which shows comparative results between linear PCA and ICA, the SOM-m algorithm and denoising by wavelet coefficients thresholding (using the Daubechies decomposition). The previously described mixture vector $x$ is used for the simulations, but this time are tested for linear (L) and nonlinear (NL) models constructed under Eq. (15) and corrupted by additive (A) as well as multiplicative (M) noise of arbitrary variance.

<table>
<thead>
<tr>
<th>$\sigma^2$</th>
<th>$\hat{s}_1$</th>
<th>$\hat{s}_2$</th>
<th>$\hat{s}_1$ (with PCA)</th>
<th>$\hat{s}_2$ (with PCA)</th>
<th>SNR (in dB) for NLICA with SOM and SOM-m algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1.94</td>
<td>4.11</td>
<td>2.85</td>
<td>4.31</td>
<td>5.72</td>
</tr>
<tr>
<td>0.1</td>
<td>6.09</td>
<td>6.61</td>
<td>7.21</td>
<td>6.67</td>
<td>5.72</td>
</tr>
</tbody>
</table>

Table 1
In the NL case, linear methods like PCA and ICA (the JADE algorithm (Cardoso & Souloumiac, 1993)) perform poorly; the SNR is relatively close to the one provided by SOM-m, but clearly, the estimated signal $s_1$ is very different from the original one. The same is valid for the wavelets method applied to denoise one of the nonlinear mixtures, while a signal with very smooth waveforms containing sharp peaks, increasing thus the SNR. On the contrary, estimation of the useful signal from linear mixtures improves the SNR for all the proposed methods, while the best results are provided by the JADE algorithm. These results confirm that nonlinear methods like SOM-based algorithms can be very useful in signal estimation and denoising.

### 6.2. Image denoising and comparison

Our first image set is a 50 x 100 pixel region of the Lena image, containing representative features with high contrast and which constituted the first source. The second one is a uniformly distributed random noise of zero mean and arbitrary variance. These two sources, supposed unknown, were mixed in a multiplicative manner, using noise variances of 0.05 and 0.01 to form the observations consisting of two noisy versions of the Lena image. The mixing was constructed according Eq. (12) with $\alpha_1 = \alpha_2 = 1$.

A $N_h \times N_w$ pixels size windowing is used to decompose each noisy image into an $N$ dimensional vector containing $p$ samples each (see Section 5.1.1 for notations). To each one of the sub-images $I_{ij}$ and $I_{i\prime j}$, $1 \leq j \leq N$ of the whitened 2D observation vector we apply the SOM-based separation scheme. Thus, we obtain the estimated source vector $y$ whose components $\hat{s}_1(t)$ and $\hat{s}_2(t)$ correspond to the denoised image and the noise source, respectively, after the classification and sign inversion steps (Section 5.1.3) and the noise removal procedure (Section 5.1.4).

As the original SOM algorithm does not cope with the multiplicative noise as well as its modified version SOM-m, we present here the denoising results obtained using the latter. Fig. 5 shows the original image and the two separated signals after interpolation and before removing the indeterminacies. They were computed by the SOM-m based...

<table>
<thead>
<tr>
<th>Model</th>
<th>$\sigma^2$</th>
<th>SOM-m (with PCA)</th>
<th>Linear ICA</th>
<th>Linear PCA</th>
<th>Wavelets</th>
</tr>
</thead>
<tbody>
<tr>
<td>L + A</td>
<td>0.01</td>
<td>10.29</td>
<td>14.45</td>
<td>9.63</td>
<td>9.34</td>
</tr>
<tr>
<td>L + A</td>
<td>0.1</td>
<td>10.44</td>
<td>12.69</td>
<td>9.33</td>
<td>8.39</td>
</tr>
<tr>
<td>NL + M</td>
<td>0.01</td>
<td>4.72</td>
<td>3.51</td>
<td>4.02</td>
<td>5.73</td>
</tr>
<tr>
<td>NL + M</td>
<td>0.1</td>
<td>4.31</td>
<td>3.94</td>
<td>2.89</td>
<td>4.77</td>
</tr>
<tr>
<td>L + M</td>
<td>0.01</td>
<td>6.35</td>
<td>14.44</td>
<td>9.64</td>
<td>13.49</td>
</tr>
<tr>
<td>L + M</td>
<td>0.1</td>
<td>9.37</td>
<td>13.1</td>
<td>9.53</td>
<td>13.24</td>
</tr>
<tr>
<td>NL + A</td>
<td>0.01</td>
<td>4.11</td>
<td>3.38</td>
<td>4.06</td>
<td>5.81</td>
</tr>
<tr>
<td>NL + A</td>
<td>0.1</td>
<td>2.91</td>
<td>2.92</td>
<td>3.83</td>
<td>5.49</td>
</tr>
</tbody>
</table>

Fig. 4. The observations (left column) and the estimated sources (dotted) obtained by SOM-m in presence of multiplicative noise together with the original ones (right column).
NLBSS approach using a $18 \times 18$ neuronal map. The windowing size is $N_h = N_w = 10$ pixels. The above choice for the number of neuronal units provides a fine granularity of the map and good precision after interpolation of the discrete nodes coordinates. After classification and noise removal, two denoised versions $\hat{s}_{11}$ and $\hat{s}_{12}$ of the Lena image are obtained as shown in Fig. 6. The more noisy mixture (a) is enhanced in terms of PSNR by 1.6 dB (b), while from the second noisy frame (c), an improved by 0.5 dB version (d) is deduced. Note that linear ICA algorithms, such as JADE, are unable to provide independent sources as confirmed by the form of the joint distribution of the estimated sources in Fig. 7.

The classification task of Eq. (10) is illustrated by Fig. 8. The crosses denote the values of $|\rho_{ij}|$, $i = 1$, $\forall j = 1, \ldots, N$ which correspond to the separated image source and the circles represent $|\rho_{ij}|$, $i = 2$, $\forall j = 1, \ldots, N$ corresponding to the separated noise source signal, where $N = 50$. A correlation coefficient with an absolute value of 1 shows a linear dependence between the two variables: it is the case of $\hat{s}_1$ whose mean correlation coefficients (crosses) with the available sub-mixtures $I_{1j}$ and $I_{2j}$, $j = 1, \ldots, N$ are concentrated near $\pm 1$. So, if $|\hat{\rho}_{1j}| < |\hat{\rho}_{2j}|$, $1 \leq j \leq N$, the estimated sub-image will be part of the estimated image signal; in the opposite case, it will belong to the second estimated source, i.e. the noise signal. In this example, only three sub-images ($j = 25$, 40, 48 corresponding to the solid lines in Fig. 8) will have to be classified properly after the SOM-m projection.

After the classification step, there remains the sign indeterminacy to be solved before applying the proposed denoising rule. Eq. (11) for sign correction of the estimated image source $\hat{s}_1$ provides only a visual matching between the available image frames and their estimated denoised version. It cannot be used to adjust the sign of the estimated noise signal $\hat{s}_2$ as, at least theoretically, the recovered noise must be independent from the image source. As the proposed denoising scheme is based on the separated noise signal $\hat{s}_2$, by increasing the coefficients $\alpha$ in Eq. (13), some regions of interest in the denoised image become blurred, suggesting a problem with the sign of $\hat{s}_2$. In this case a manual adjustment is required.

We also performed experiments using approximate pre-image reconstruction via KPCA (Section 2) to the previous noisy image set. We used distinct windowing of 10 pixels size with kernel parameter $c$ equalling twice the data’s average variance in each dimension, as suggested by Mika et al. (1999). The images have been reconstructed using various numbers of principal components to compute the approximate pre-images. The KPCA performed poorly in these experiments. No enhancement of the PSNR ratio is noticed due to the experimental context, in which only two noisy frames constitute the image database available for training. For a visual inspection of the results provided by this method, Fig. 9 shows the denoised images after projection onto the first three principal components in feature space. To ensure that the proposed denoising scheme may be applied within the KPCA framework, we reconstructed denoised versions of the previous Lena image, this time contaminated by additive Gaussian noise of zero mean.

Fig. 6. The noisy images (a and c) and their denoised versions (b and d) using the SOM-m algorithm.
and variance 0.05 and 0.01 to form the first and the second mixture, respectively. In this case, KPCA reconstruction by the approximate pre-images method, provided a slight enhancement in terms of PSNR, the importance of which depended on the number of principal components used for the projection in the feature space. We do not present further results concerning the additive noise case as it is beyond the paper’s scope.

Finally, some experiments using MATLAB functions for wavelet decomposition (Daubechies) and denoising by hard thresholding and pixel-wise adaptive Wiener filtering based on local statistics (\texttt{wiener2}), provided an enhancement of 3.1 and 3.07 dB for the more noisy image and 1.1 and 2.28 dB for the second one in terms of PSNR, respectively. The resulting images are shown in Fig. 9. Despite the higher PSNR values, the results provided by both methods are very smooth and in small size images appear more blurred, while with our method, images keep their sharpness and edges practically unaffected.

Another experiment was undertaken with the same image set but with a different windowing size ($N = 25$) and number of neurons ($42 \times 42$). Application of our denoising
method yielded an increase of the PSNR ratio of 2.32 dB for the more noisy frame and of 0.61 dB for the second one. This demonstrates the importance of the choice of $N$. This has also been noted by Hurri (1997). There are no specific rules for the choice of this parameter; it depends strongly on the type of images, the application and the windowing type (distinct or overlapping blocks).

The computation of the $\alpha_{\text{opt}}$ parameter by which the PSNR is maximized (Section 5.1.4) is achieved by making $\alpha$ vary in the denoising rule, Eq. (13), over a certain range, e.g. $[0,1.5]$ and, with constant steps, that leads to the results of Fig. 10. The PSNR for the denoised versions of the more (dashed line) and less (solid line) noisy image frames is maximized for an optimum alpha of 0.69 and 0.19, respectively. The interesting evolution curves of this performance measure, which constitutes the PSNR (Eq. (14)), are similar to those matching an aperiodic stochastic resonance (ASR) effect (Collins, Chow, Capela, & Imhoff, 1996). The latter characterizes nonlinear systems and can be defined as a noise-assisted signal enhancement method (Godivier, 1993).

Next, the proposed method is applied to denoise noisy infrared vision images. A total of 24 consecutive frames were taken, containing a test pattern of numerals as well as horizontal and vertical bars. In this experiment, we used two nonconsecutive image frames as mixtures, as shown in Fig. 11.

The images of size $200 \times 200$ pixels are first preprocessed by standard PCA with a windowing size of $50 \times 50$ pixels. By applying a linear PCA, or ICA, to these signals, we obtain the estimated images (a) and (b) of Fig. 12. It is clear that the separated signals are still correlated with the noise contained in the original frames. The raw separated signals provided by the standard SOM algorithm after interpolation of their co-ordinates are then classified, and their sign readjusted.

Denoising according to Eq. (13) does not provide satisfactory results. The first separated image is still correlated with the noise. However, using $\hat{s}_1$ instead of $\hat{s}_2$ in the previous equations and, finally, by averaging over the two obtained images $\hat{s}_{11}$ and $\hat{s}_{12}$, one obtains interesting results shown in Fig. 13(a). For a comparison, we applied a

![Fig. 9. Comparative denoising results.](image)

![Fig. 10. PSNR evolution curves for both input signals in function of $\alpha$.](image)
median filter to the histogram equalized mixtures, as shown in the right-hand side image (b). One can remark the lack of sharpness after median filtering while there is no information loss by the proposed method. Also, that the estimated image still contains noise helps this scheme to work as a signal enhancement method.

Finally, the SOM-based denoising technique is time consuming, especially when training large maps. The computational complexity of the SOM algorithm for one training step is $O(ld)$ where $l$ is the number of neurons and $d$ is the dimensionality of the map. The complexity of one training epoch is $O(pld)$ where $p$ denotes the number of data samples, while the number of training epochs determines the complexity of the whole training. In our experiments, we wanted a fairly high granularity on the output map, in order to obtain a good precision on the source estimates after interpolation. The training is stopped when the variation of the network weights values over 1000 iterations is smaller than a fixed threshold. Note also that, in general, the choice of the number of map units is quite arbitrary and that the computational intensity of the SOM training task is also dependent on the memory demands. As there is no formal proof of the convergence of SOM in higher than 1D spaces, empirical methods are needed to determine its computational complexity.

7. Discussion

This work constitutes a first attempt towards a SOM-based image denoising and shows that a SOM-based NLICA method can be applied in this particular context. It is based on the nonlinear projection property inherent in SOM neural networks and offers an alternative solution to existing denoising schemes. Its main advantages are (i) that it performs in a completely blind context where there is no prior knowledge concerning the noise-free images and noise properties, and (ii) it can provide satisfactory results from only two noisy frames. Although SOMs behave well in denoising 1D and simulated noisy 2D signals, the interpretation of the results obtainable when naturally noisy images are involved is more complex and needs further investigation. However, the main restrictive aspect of this approach for real world image denoising applications...
is the computational cost, which grows exponentially with the dimensions of the output lattice. Our current work is focused on the characterization of the separated noise properties in this particular context. As it has been pointed out that there is no unique solution to the NLBSS problem, our research aims to determine a nonlinear model which with some limited restrictions, could lead to a more precise description of the mixing process.
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